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GENERALIZED GUDERMANNIAN FUNCTION

Abstract. Wilker and Huygens-type inequalities involving ge-
neralized Gudermannian function and its inverse function are es-
tablished. These results are obtained with the aid of the p-version
of the Schwab – Borchardt mean. Generalized one-parameter tri-
gonometric and hyperbolic functions play a crucial role in this
paper.
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1. Introduction. The Gudermannian function and its inverse func-
tion, denoted by gd and gd−1, respectively, are given by [16, 4.23 (viii)]

gd(x) =

x∫
0

1

cosh t
dt, x ∈ R (1)

and

gd−1(x) =

x∫
0

1

cos t
dt, |x| < π/2. (2)

It is known (see, e.g., [16, 4.23 (viii)]) that

gd(x) = sin−1(tanhx) = cos−1(sech x) = tan−1(sinhx) (3)

and

gd−1(x) = sinh−1(tanx) = cosh−1(sec x) = tanh−1(sinx). (4)
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Functions gd and gd−1 relate circular and hyperbolic functions without
using complex numbers.

One of the goals of this paper is to define and study generalizations of
gd and gd−1. Among the mathematical tools used throughout the sequel
is the p-version of the Schwab – Borchardt mean introduced and investi-
gated by this author in [11, 12]. Some known results involving this mean
are also included in Section 2. Definitions of the generalized Guderman-
nian function and its inverse function are provided in Section 3. The lower
and upper bounds for these functions are established in Section 4. The
Wilker and Huygens-type inequalities involving generalized Guderman-
nian function gdp and its inverse function gd−1p are obtained in Section 5.
Here and in what follows letter p stands for a parameter which is always
greater than 1.

2. Definitions and preliminary results. The generalized trigono-
metric functions have been introduced by P. Lindqvist in [7]. It is known
that they are eigenfunctions of the Dirichlet problem for the one-dimen-
sional p-Laplacian. They are also useful in the quasi-conformal theory,
geometric function theory and in the investigations of the Ramanujan
modular equations. For more details concerning generalized trigonomet-
ric functions, generalized hyperbolic functions, and inequalities involving
these functions the interested reader is referred to [2] – [7], [9] – [11], [13].

For the reader’s convenience we recall first definition of the celebrated
Gauss hypergeometric function F (a, b; c; z):

F (a, b; c; z) =

∞∑
n=0

(a, n)(b, n)

(c, n)

zn

n!
, |z| < 1,

where (a, n) = a(a + 1) . . . (a + n − 1) (n 6= 0) is the shifted factorial or
Appell symbol, with (a, 0) = 1 if a 6= 0, and c 6= 0,−1,−2, . . ..

In the sequel we shall adopt notation and definitions used in [4]. Let

πp = 2
π/p

sin(π/p)
.

Further, let

ap =
πp
2
, bp = 2−1/pF

(
1

p
,

1

p
; 1 +

1

p
;

1

2

)
, cp = 2−1/pF

(
1,

1

p
; 1 +

1

p
;

1

2

)
.

Also, let I = (0, 1) and let J = (1,∞). The generalized trigonometric and
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hyperbolic functions utilized in this paper are the following homeomor-
phisms

sinp : (0, ap)→ I, cosp : (0, ap)→ I, tanp : (0, bp)→ I

and

sinhp : (0, cp)→ I, coshp : (0,∞)→ J, tanhp : (0,∞)→ I.

The inverse functions of sinp and sinhp can be represented as follows [6]:

sin−1p u =

u∫
0

(1− tp)−1/pdt = uF

(
1

p
,

1

p
; 1 +

1

p
;up
)
, (5)

sinh−1p u =

u∫
0

(1 + tp)−1/pdt = uF

(
1

p
,

1

p
; 1 +

1

p
;−up

)
, (6)

where u ∈ I.
The last two functions are extended to negative arguments as follows

(see, e.g., [6]):

sinh−1p u = − sinh−1p (−u), u ∈ (−1, 0).

Function sinpu is extended to negative values of its argument in a similar
way. We omit further details.

The inverse functions of cosp, coshp, tanp, and tanhp can be expressed
in terms of sin−1p and sinh−1p . We have

cos−1p u = sin−1p ( p
√

1− up), (7)

cosh−1p u = sinh−1p ( p
√
up − 1), (8)

tan−1p u = sin−1p

(
u

p
√

1 + up

)
, (9)

and

tanh−1p u = sinh−1p

(
u

p
√

1− up

)
. (10)
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For later use let us record some known definitions and formulas. Let
us begin with the definition of p-version of the function cosine. We follow
[5] to define

cosp x =
d

dx
sinp x. (11)

It follows from (7) that

| cosp x|p + | sinp x|p = 1, x ∈ R. (12)

Corresponding formulas for the p-hyperbolic functions read as follows
[3, 5]:

coshp x =
d

dx
sinhp x (13)

and

| coshp x|p − | sinhp x|p = 1, x ∈ R. (14)

We shall also utilize functions

tanp x =
sinp x

cosp x
, (15)

where x ∈ R and x 6= (2k + 1)ak, k ∈ Z, and

tanhp x =
sinhp x

coshp x
(16)

(see, e.g., [3, 5]). It is known (see [6]) that

d

dx
tanp(x) = 1 + | tanp(x)|p, d

dx
tanhp(x) = 1− | tanhp(x)|p. (17)

The p-version of the Schwab – Borchardt mean of two numbers a ≥ 0
and b > 0, denoted by SBp(a, b) ≡ SBp, is defined as

SB(a, b) =



p
√
bp − ap

cos−1p (a/b)
, 0 ≤ a < b

p
√
ap − bp

cosh−1p (a/b)
, b < a

a, a = b

(18)



74 Edward Neuman

(see [11, (22)], [12, (8)]). It follows from (18) that SBp(a, b) is not sym-
metric in its arguments and is a homogeneous function of degree 1 in a
and b. This mean has been studied extensively in [11, 12].

For the reader’s convenience we include below some results which will
be used in the sequel. We begin with the following one which has been
established in [11].

Let the positive numbers a and b be such that a > b. Then

SBp(a, b) < SBp(b, a). (19)

Inequality (19) is reversed if a < b.
For later use let us recall the following result [11]. Let α = 1/p and

γ = 1/(p+ 1). Then the inequality

aγb1−γ < [SBp(b, a)]αb1−α < SBp(a, b) (20)

holds true for positive and unequal numbers a and b. Moreover, if a > b,
then

SBp(a, b) < σa+ (1− σ)b, (21)

where

σ =


1

p+ 1
, 1 < p ≤ 2

1

3
, p ≥ 2

(see [12]). Finally, the following result

SBp(a, b) < (γap + (1− γ)bp)1/p (22)

is established in [12]. Here γ is the same as in (20).
We close this section with three results which appear in mathematical

literature. The first one reads as follows [14]:

Theorem 1. Let f be a positive and strictly monotonic function defined
on the subset D of the positive semiaxis. Assume that f−1 is strictly
increasing and also that f(x) ≥ x (f(x) ≤ x) for all x ∈ D. If the
function f(x)/x is increasing (decreasing) on D, then

f(x)

x
≥ x

f−1(x)
. (23)
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Inequality (23) is reversed if the function f(x)/x is decreasing (increasing)
on D.

We shall employ the following theorem (see [1]):

Theorem 2. Let the functions f and g be continuous on [c, d], diffe-

rentiable on (c, d), and such that g′(t) 6= 0 on (c, d). If f ′(t)
g′(t) is (strictly)

increasing (decreasing) on (c, d), then the functions f(t)−f(d)
g(t)−g(d) and f(t)−f(c)

g(t)−g(c)
are also (strictly) increasing (decreasing) on (c, d).

The next theorem will be utilized in the subsequent sections of this
paper:

Theorem 3. Let u, v, α, β, γ and δ be positive numbers which satisfy
the following conditions
(i) min(u, v) < 1 < max(u, v),
(ii) 1 < uγvδ.
Then the inequality

α+ β < αur + βvs (24)

is satisfied provided u < 1 < v and

s > 0 and rαδ ≤ sβγ. (25)

If in addition the positive numbers u, v, γ and δ are such that

(iii) γ + δ < γ
1

u
+ δ

1

v
,

then the inequality (24) is satisfied if

r ≤ s ≤ −1 and βγ ≤ αδ (26)

(see [8], Theorem 3.1).

Conditions of validity of (24) when v < 1 < u are also obtained in [8].
The counterpart of (25) is

r > 0 and sβγ ≤ rαδ (27)

while the conditions (26) are replaced now by

s ≤ r ≤ −1 and αδ ≤ βγ. (28)
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3. Generalized Gudermannian function and its inverse func-
tion. Generalizations of formulas (1) – (4) are given in this section. Defini-
tion of the generalized Gudermannian function reads as follows:

gdp(x) =

x∫
0

1

(coshp t)p−1
dt, x ∈ R. (29)

Since gdp(x) is the odd function we may assume without loss of generality
that x > 0.

It is easy to show that the function gdp can be expressed in terms of
the generalized circular and hyperbolic functions. We have

Lemma 1. The following formulas

gdp(x) = sin−1p (tanhp x) = tan−1p (sinhp x) (30)

are valid.

Proof. We begin by showing that the first part of (30) holds true. To
this aim we differentiate, using (5), (14), (16), and (29), to obtain

d

dx
sin−1p (tanhp x) = (1− tanhpp x)1−1/p = (coshp x)1−p =

d

dx
gdpx.

For the proof of the second equality in (30) we utilize formulas (9), (14)
and (16) with u = sinhp x to obtain

tan−1p (sinhp x) = sin−1p

(
sinhp x

p

√
1 + sinhpp x

)
=

= sin−1p

(
sinhp x

coshp x

)
= sin−1p (tanhp x).

This completes the proof. �

We will deal now with the inverse function of gdp.

Lemma 2. The inverse function of the generalized Gudermannian func-
tion is

gd−1p (x) =

x∫
0

1

(cosp t)p−1
dt, |x| < ap. (31)
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Moreover,
gd−1p (x) = sinh−1p (tanp x) = tanh−1p (sinp x). (32)

Proof. We begin by showing that the first equality in (32) is valid. Dif-
ferentiation with the use of (6), (17), (15), (12), and (31) yields

d

dx
sinh−1p (tanp x) = (1 + tanpp x)1−1/p = (cosp x)1−p =

d

dx
gd−1p x.

For the proof of the second equality in (32) we utilize formulas (10) with
u = sinp x, (12) and (15) to obtain

tanh−1p (sinp x) = sinh−1p

(
sinp x

p
√

1− sinpp x

)
=

= sinh−1p

(
sinp x

cosp x

)
= sinh−1p (tanp x).

To complete the proof we have to show that

gdp(gd
−1
p (x)) = gd−1p (gdp(x)) = x

holds for all −ap < x < ap. This an elementary task which requires appli-
cation of formulas (30) and (32). We leave it to the interested reader. �

4. Bounds for functions gdp and gd−1p . The goal of this sec-
tion is to derive lower and upper bounds for two functions introduced in
the previous section. Bounding expressions depend on the one-parameter
generalized trigonometric and hyperbolic functions and their inverse func-
tions. In the proofs of the main results in Section 5 we shall often appeal
to the following

Lemma 3. The following formulas

SBp(1, cosp t) =
sinp t

gd−1p (t)
, t ∈ (0, ap), (33)

SBp(1, coshp t) =
sinhp t

gdp(t)
, t ∈ (0, cp), (34)

SBp(cosp t, 1) =
sinp t

t
, t ∈ (0, ap), (35)

SBp(coshp t, 1) =
sinhp t

t
, t ∈ (0, cp), (36)
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are valid.

Proof. Formulas (35) and (36) are established in [10]. In order to prove
formula (33) we utilize (18) with a = 1 and b = cosp t followed by appli-
cation of (12), (8), (15), and (32). This yields

SBp(1, cosp t) =
p
√

1− cospp t

cosh−1p (1/ cosp t)
=

sinp t

sinh−1p ( p
√

1/ cospp t− 1)
=

=
sinp t

sinh−1p (tanp t)
=

sinp t

gd−1p (t)
.

For the proof of (34) we apply (18) with a = 1 and b = coshp t together
with the use of formulas (14), (7), (16) and (30). We have

SBp(1, coshp t) =

p

√
coshpp t− 1

cos−1p (1/ coshp t)
=

sinhp t

sin−1p ( p

√
1− 1/ coshpp t)

=

=
sinhp t

sin−1p (tanhp t)
=

sinhp t

gdp(t)
.

The proof is complete. �

Multiplying both sides of (35) and (33) by 1/ cosp t and utilizing ho-
mogeneity of the Schwab – Borchardt mean SBp we obtain two formulas

SBp(1,
1

cosp t
) =

tanp t

t
, t ∈ (0, ap), (37)

and

SBp(
1

cosp t
, 1) =

tanp t

gd−1p (t)
, t ∈ (0, ap). (38)

We are in a position to prove the following:

Theorem 4. Let t ∈ (0, cp). Then(
sinhp t

t

)1−p

<
gdp(t)

t
<

sinhp t

t
(coshp t)

−p/(p+1). (39)

If t ∈ (0, ap), then(
sinp t

t

)1−p

<
gd−1p (t)

t
<

sinp t

t
(cosp t)

−p/(p+1). (40)
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Proof. The two-sided inequality (39) can be obtained by use of (20) with
a = coshp t and b = 1 followed by application of (34) and (36) to obtain

(coshp t)
1/(p+1) <

(
sinhp t

gdp(t)

)1/p

<
sinhp t

t
.

A little algebra yields the assertion. Inequalities (40) can be derived in a
similar manner. We use (20) with a = cosp t and b = 1 and next utilize
(33) and (35) to obtain

(cosp t)
1/(p+1) <

(
sinp t

gd−1p (t)

)1/p

<
sinp t

t
.

Easy computations yield the desired inequalities (40). �

We close this section with the following

Theorem 5. Let σ be the same as in (21). If t ∈ (0, ap), then

sinp t

σ + (1− σ) cosp t
< gd−1p (t) < t

(
tanp t

t

)1−1/p

. (41)

Proof. The left hand-side inequality in (41) follows from (21) provided
a = 1 and b = cosp t. Making use of (33) we get

sinp t

gd−1p (t)
< σ + (1− σ) cosp t.

For the proof of the right-hand side inequality in (41) we employ the
second and third members of (20) with a and b as above. This yields(

sinp t

t
cosp−1p t

)1/p

<
sinp t

gd−1p (t)
.

The assertion now follows. In the last step we have utilized formulas (35)
and (33). The proof is complete. �

5. Main results. In this section we derive five Wilker and Huygens-
type inequalities involving two major functions studied in this paper.
Some of these results, when p = 2, reduce to those obtained earlier by
this author and published in [15].
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For the compactness of presentation letters α and β will always stand
for positive numbers.

We begin this section with the following

Theorem 6. The inequality

α+ β < α

(
gdp(x)

x

)r
+ β

(
gd−1p (x)

x

)s
(42)

holds true for 0 < |x| < ap provided the numbers α, β, r and s satisfy the
following conditions

s > 0 and rα ≤ sβ. (43)

Proof. Let

u =
gdp(x)

x
and v =

gd−1p (x)

x
. (44)

It is easy to see that both u and v are even functions of x. Thus without
loss of generality we may assume that x ∈ (0, ap). Firstly we shall prove
that u and v satisfy the separation condition

u < 1 < v.

In order to prove that u < 1 we introduce the function g(x) = x− gdp(x).
Differentiation yields

g′(x) = 1− (coshp x)1−p > 0,

where the last inequality is a consequence of the fact that coshp x > 1.
This in conjunction with g(0) = 0 implies that g(x) > 0 or what is the
same that u < 1. For the proof of the inequality v > 1 we introduce the
function h(x) = x− gd−1p (x). Since

h′(x) = 1− (cosp x)1−p < 0 and h(0) = 0

the assertion follows. Next we shall demonstrate that

1 < uv. (45)

Let f(x) = gdp(x) and let ϕ(x) :=
f ′(x)

x′
. Differentiation yields

ϕ(x) = gd′p(x) =
1

(coshp x)p−1
.
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Thus the function ϕ(x) is strictly decreasing on the interval D = (0, ap).
Using Theorem 2 we conclude that the function f(x)/x is also strictly de-
creasing on D. On the other hand, function f−1(x) = gd−1p (x) is strictly
increasing on D. Finally, in order to show that f(x) < x holds for all
x ∈ D it suffices to use (29) and the inequality 1/(coshp x)p−1 < 1. Ap-
plication of Theorem 1 completes the proof of the inequality (45). To
finish the proof of this theorem we appeal to Theorem 3 with γ = δ = 1.
Inequalities (24) and (25) imply, respectively (42) and (43). �

Our next result reads as follows:

Theorem 7. If the numbers r and s satisfy

s > 0 and rαp ≤ sβ (46)

or if
p ≤ 2, r ≤ s ≤ −1 and β ≤ pα, (47)

then the following inequality

α+ β < α

(
sinp x

gd−1p (x)

)r
+ β

(
tanp x

gd−1p (x)

)s
(48)

holds true for all 0 < |x| < ap.

Proof. Let a and b be positive numbers such that a < b. This implies the
two-sided inequality

a < SBp(b, a) < b. (49)

Define

u =
SBp(b, a)

b
, v =

SBp(b, a)

a
.

This in conjunction with (49) yields

u < 1 < v. (50)

We shall demonstrate now that

1 < uvp. (51)

To this aim we utilize inequality (20)

a1/(p+1)bp/(p+1) < [SBp(b, a)]1/pb(p−1)/p.



82 Edward Neuman

An easy algebra yields (51). In order to demonstrate that (48) holds true
if (46) is satisfied we employ Theorem 3 with γ = 1 and δ = p and next
we apply inequalities (25). We shall prove now that (48) also holds true if
conditions (47) are satisfied. Firstly we utilize (21) assuming that p ≤ 2.
This yields

SBp(b, a) <
1

p+ 1
(b+ pa),

provided b > a > 0. With a = cosp x and b = 1 the last inequality implies
the following one

1

SBp(1, cosp x)
>

p+ 1

1 + p cosp x
.

Next we utilize (55) together with the last inequality to obtain

1

u
> (p+ 1)

1

1 + p cosp x
and

1

v
> (p+ 1)

cosp x

1 + p cosp x
.

With γ = 1 and δ = p we have

γ
1

u
+ δ

1

v
> (p+ 1)

1 + p cosp x

1 + p cosp x
= p+ 1 = δ + γ.

Thus the condition (iii) of Theorem 3 is satisfied and the proof is com-
plete. �

We are in the position to establish the following:

Theorem 8. Assume that the numbers α, β, r and s satisfy two inequa-
lities

s > 0 and rα ≤ sβp. (52)

Then the inequality

α+ β < α

(
tanhp x

gdp(x)

)r
+ β

(
sinhp x

gdp(x)

)s
(53)

holds for all x ∈ (0, cp).

Proof. We will use a method which bears resemblance of that used in
the proof of the previous theorem. Suppose that the numbers a and b are
such that 0 < b < a. This implies

b < SBp(b, a) < a. (54)



Generalized Gudermannian function 83

Let us define now quantities u and v:

u =
SBp(b, a)

a
, v =

SBp(b, a)

b
. (55)

This in conjunction with (54) implies that

u < 1 < v. (56)

Next, we shall prove that
1 < upv. (57)

To this aim we employ the left-hand side inequality of (20) written now
as

1 <
SBp(b, a)p+1

apb
.

Applying (55) we obtain immediately inequality (57). We let now a =
= coshp x and b = 1. Then (55) together with (34) imply

u =
tanhp x

gdp(x)
and v =

sinhp x

gdp(x)
. (58)

In order to complete the proof we apply again Theorem 3 with γ = p,
δ = 1 and u and v as given in (58). �

We shall establish now the last result of this section.

Theorem 9. Assume that α and β are unequal positive numbers. If
the numbers α, β, r and s satisfy the following conditions

s > 0 and rα(p− 1) ≤ sβ, (59)

then the inequality

α+ β < α

(
gdp(t)

t

)r
+ β

(
sinhp t

t

)s
(60)

is valid for all t 6= 0. Moreover, the inequality

α+ β < α

(
t

gd−1p (t)

)r
+ β

(
tanp t

gd−1p (t)

)s
(61)

holds true provided 0 < |t| < ap.
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Proof. Let the numbers a and b be such that b < a. Using (19) we have
b < SBp(a, b) < SBp(b, a). This yields

SBp(a, b)

SBp(b, a)
< 1 <

SBp(a, b)

b
. (62)

Let u stand for the first member of (62) and let v denote the third member
of (62). Thus (62) can be written as

u < 1 < v. (63)

Next we shall use inequality (20) to obtain

1 <
(SBp(a, b))

1/p(SBp(a, b))
1−1/p

(SBp(b, a))1/pb1−1/p
= u1/pv1−1/p.

This implies the inequality

1 < uvp−1. (64)

Thus we can use Theorem 3 with γ = 1 and δ = p − 1. To complete the
proof we let a = coshp t and b = 1. Making use of (34) and (36) we obtain

u =
gdp(t)

t
and v =

sinhp t

t
.

We use Theorem 3 to obtain (59) and (60). To derive inequality (61) we
let now a = 1/ cosp t and b = 1. Making use of (37) and (38) we obtain

u =
t

gd−1p (t)
and v =

tanp t

gd−1p (t)
.

This completes the proof. �
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