## SOBOLEV-ORTHONORMAL SYSTEM OF FUNCTIONS GENERATED BY THE SYSTEM OF LAGUERRE FUNCTIONS

Abstract. We consider the system of functions $\lambda_{r, n}^{\alpha}(x)(r \in \mathbb{N}$, $n=0,1,2, \ldots$ ), orthonormal with respect to the Sobolev-type inner product $\langle f, g\rangle=\sum_{\nu=0}^{r-1} f^{(\nu)}(0) g^{(\nu)}(0)+\int_{0}^{\infty} f^{(r)}(x) g^{(r)}(x) d x$ and generated by the orthonormal Laguerre functions. The Fourier series in the system $\left\{\lambda_{r, n}^{\alpha}(x)\right\}_{k=0}^{\infty}$ is shown to uniformly converge to the function $f \in W_{L^{p}}^{r}$ for $\frac{4}{3}<p<4, \alpha \geqslant 0, x \in[0, A]$, $0 \leqslant A<\infty$. Recurrence relations are obtained for the system of functions $\lambda_{r, n}^{\alpha}(x)$. Moreover, we study the asymptotic properties of the functions $\lambda_{1, n}^{\alpha}(x)$ as $n \rightarrow \infty$ for $0 \leqslant x \leqslant \omega$, where $\omega$ is a fixed positive real number.
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## 1. Introduction.

Let $L^{p}$ be the space of measurable functions $f$ defined on the semiaxis $[0, \infty)$, such that

$$
\|f\|_{L^{p}}=\left(\int_{0}^{\infty}|f(x)|^{p} d x\right)^{\frac{1}{p}}<\infty, 1 \leqslant p<\infty
$$

$W_{L^{p}}^{r}$ be the space of $r-1$ times continuously differentiable functions $f$ for which $f^{(r-1)}$ is absolutely continuous on an arbitrary segment $[a, b] \subset[0, \infty)$ and $f^{(r)} \in L^{p}$. By $\lambda_{n}^{\alpha}(x)(n=0,1, \ldots)$ we denote the Laguerre function defined by the formula

$$
\begin{equation*}
\lambda_{n}^{\alpha}(x)=\sqrt{\rho(x)} l_{n}^{\alpha}(x), \tag{1}
\end{equation*}
$$
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where $\rho(x)=e^{-x} x^{\alpha}, l_{n}^{\alpha}(x)$ is the orthonormal Laguerre polynomial (13). It is well known that for $\alpha>-1$ the system of functions $\left\{\lambda_{n}^{\alpha}(x)\right\}_{n=0}^{\infty}$ is orthonormal with respect to the inner product

$$
\left\langle\lambda_{m}^{\alpha}, \lambda_{n}^{\alpha}\right\rangle=\int_{0}^{\infty} \lambda_{m}^{\alpha}(x) \lambda_{n}^{\alpha}(x) d x
$$

The system of Laguerre functions $\left\{\lambda_{n}^{\alpha}(x)\right\}_{n=0}^{\infty}$ generates on $[0, \infty)$ a system of functions $\lambda_{r, n}^{\alpha}(x)(r \in \mathbb{N}, n=0,1, \ldots)$ orthonormal for $\alpha>-1$ with respect to the Sobolev type inner product

$$
\begin{equation*}
\langle f, g\rangle=\sum_{\nu=0}^{r-1} f^{(\nu)}(0) g^{(\nu)}(0)+\int_{0}^{\infty} f^{(r)}(x) g^{(r)}(x) d x \tag{2}
\end{equation*}
$$

The functions $\lambda_{r, n}^{\alpha}(x)$ are defined by means of equalities (15) and (16). In this paper, we show that the Fourier series in the system $\left\{\lambda_{r, n}^{\alpha}(x)\right\}_{k=0}^{\infty}$ converges uniformly to the function $f \in W_{L^{p}}^{r}$ for $\alpha \geqslant 0, \frac{4}{3}<p<4$, $x \in[0, A], 0 \leqslant A<\infty$. Recurrence relations are obtained for the system of functions $\lambda_{r, n}^{\alpha}(x)$ and can be used for calculating the values of $\lambda_{r, n}^{\alpha}(x)$ for any $x$ and $n$. Moreover, we study the asymptotic properties of the functions $\lambda_{1, n}^{\alpha}(x)$ as $n \rightarrow \infty$ for $0 \leqslant x \leqslant \omega$, where $\omega$ is a fixed positive real number. Using these asymptotic properties, we obtained estimates for the functions $\lambda_{1, n}^{\alpha}(x)$ on the interval $[0, \omega]$.

## 2. Some information on the Laguerre polynomials and Laguerre functions.

To study Sobolev-orthonormal functions generated by Laguerre functions, we need some properties of the Laguerre polynomials and Laguerre functions that are given in this section.

Let $\alpha$ be an arbitrary real number. Then for the Laguerre polynomials we have [12]:

- The Rodrigues formula

$$
L_{n}^{\alpha}(x)=\frac{1}{n!} x^{-\alpha} e^{x}\left\{x^{n+\alpha} e^{-x}\right\}^{(n)}
$$

- The orthogonality relations

$$
\begin{equation*}
\int_{0}^{\infty} L_{n}^{\alpha}(x) L_{m}^{\alpha}(x) \rho(x) d x=\delta_{n, m} h_{n}^{\alpha} \quad(\alpha>-1) \tag{3}
\end{equation*}
$$

where $\rho(x)=e^{-x} x^{\alpha}, \delta_{n, m}$ is the Kronecker symbol, $h_{n}^{\alpha}=\binom{n+\alpha}{n} \Gamma(\alpha+1)$.

- The equalities

$$
\begin{gather*}
\frac{d}{d x} L_{n}^{\alpha}(x)=-L_{n-1}^{\alpha+1}(x)  \tag{4}\\
L_{n}^{-k}(x)=\frac{(-x)^{k}}{n^{[k]}} L_{n-k}^{k}(x),
\end{gather*}
$$

where $k$ is a positive integer number and $1 \leqslant k \leqslant n$, $n^{[0]}=1$, $n^{[k]}=n(n-1) \cdots(n-k+1)$.

$$
\begin{equation*}
x L_{n}^{\alpha+1}(x)=(n+\alpha+1) L_{n}^{\alpha}(x)-(n+1) L_{n+1}^{\alpha}(x) ; \tag{5}
\end{equation*}
$$

- The recurrence formula

$$
\begin{gather*}
L_{0}^{\alpha}(x)=1, \quad L_{1}^{\alpha}(x)=-x+\alpha+1 \\
n L_{n}^{\alpha}(x)=(-x+2 n+\alpha-1) L_{n-1}^{\alpha}(x)-(n+\alpha-1) L_{n-2}^{\alpha}(x), n=2,3, \ldots \tag{6}
\end{gather*}
$$

- Theorem. [12, p.199, Theorem 8.22.4] For $\alpha>-1$, we have

$$
\begin{gather*}
e^{-\frac{x}{2}} x^{\frac{\alpha}{2}} L_{n}^{\alpha}(x)=N^{-\frac{\alpha}{2}} \frac{\Gamma(n+\alpha+1)}{n!} J_{\alpha}\left(2(N x)^{\frac{1}{2}}\right)+O\left(n^{\frac{\alpha}{2}-\frac{3}{4}}\right),  \tag{7}\\
N=n+\frac{\alpha+1}{2}, x>0,
\end{gather*}
$$

the bound holding uniformly in $0<x \leqslant \omega$ ( $\omega$ is a fixed positive number). More precisely, the following bounds are valid:

$$
\left.\begin{array}{r}
x^{\frac{5}{4}} O\left(n^{\frac{\alpha}{2}-\frac{3}{4}}\right), \frac{c}{n} \leqslant x \leqslant \omega,  \tag{8}\\
x^{\frac{\alpha}{2}+2} O\left(n^{\alpha}\right), 0<x \leqslant \frac{c}{n}
\end{array}\right\} .
$$

In (7), $J_{\alpha}(x)$ is the Bessel function of the first kind; for it the following asymptotic formula holds [12, p.15, formula 1.71.7]:

$$
\begin{equation*}
J_{\alpha}(x)=\left(\frac{2}{\pi x}\right)^{\frac{1}{2}} \cos \left(x-\frac{\alpha \pi}{2}-\frac{\pi}{4}\right)+O\left(x^{-\frac{3}{2}}\right), x \rightarrow+\infty \tag{9}
\end{equation*}
$$

- The weight estimate $[1,4]$

$$
\begin{equation*}
e^{-\frac{x}{2}}\left|L_{n}^{\alpha}(x)\right| \leqslant c(\alpha) A_{n}^{\alpha}(x), \alpha>-1 \tag{10}
\end{equation*}
$$

Here and henceforth, $c$ and $c(\alpha)$ are positive real numbers depending only on the indicated parameters,

$$
A_{n}^{\alpha}(x)= \begin{cases}\theta_{n}^{\alpha}, & 0 \leqslant x \leqslant \frac{1}{\theta_{n}}  \tag{11}\\ \theta_{n}^{\frac{\alpha}{2}-\frac{1}{4}} x^{-\frac{\alpha}{2}-\frac{1}{4}}, & \frac{1}{\theta_{n}}<x \leqslant \frac{\theta_{n}}{2} \\ {\left[\theta_{n}\left(\theta_{n}^{\frac{1}{3}}+\left|x-\theta_{n}\right|\right)\right]^{-\frac{1}{4}},} & \frac{\theta_{n}}{2}<x \leqslant \frac{3 \theta_{n}}{2} \\ e^{-\frac{x}{4}}, & \frac{3 \theta_{n}}{2}<x\end{cases}
$$

where $\theta_{n}=\theta_{n}(\alpha)=4 n+2 \alpha+2$.

- The differentiation formula [2, p.191, formula 27]

$$
\begin{equation*}
\left[x^{\alpha} L_{n}^{\alpha}(x)\right]^{(m)}=(n-m+\alpha+1)_{m} x^{\alpha-m} L_{n}^{\alpha-m}(x), \tag{12}
\end{equation*}
$$

where $(n)_{0}=1,(n)_{m}=n(n+1) \cdots(n+m-1), m \geqslant 1$.
It follows from (3) that the corresponding orthonormal system of the Laguerre polynomials has the form:

$$
\begin{equation*}
l_{n}^{\alpha}(x)=\left(h_{n}^{\alpha}\right)^{-\frac{1}{2}} L_{n}^{\alpha}(x), \quad n=0,1, \ldots, \tag{13}
\end{equation*}
$$

so

$$
\int_{0}^{\infty} l_{n}^{\alpha}(x) l_{m}^{\alpha}(x) \rho(x) d x=\delta_{n, m} \quad(\alpha>-1)
$$

From (6) and (13), we immediately obtain a recurrence formula for $l_{n}^{\alpha}(x)$ :

$$
\left.\begin{array}{c}
l_{0}^{\alpha}(x)=\frac{1}{\sqrt{\Gamma(\alpha+1)}}, \quad l_{1}^{\alpha}(x)=\frac{-x+\alpha+1}{\sqrt{\Gamma(\alpha+2)}}, \\
(x)=\left(a_{n}-b_{n} x\right) l_{n-1}^{\alpha}(x)-c_{n} l_{n-2}^{\alpha}(x), \quad n=2,3, \ldots
\end{array}\right\}
$$

where

$$
\begin{aligned}
a_{n}=a_{n}(\alpha) & =\frac{2 n+\alpha-1}{[n(n+\alpha)]^{\frac{1}{2}}}, \quad b_{n}=b_{n}(\alpha)=\frac{1}{[n(n+\alpha)]^{\frac{1}{2}}} \\
c_{n} & =c_{n}(\alpha)=\left[\frac{(n-1)(n+\alpha-1)}{n(n+\alpha)}\right]^{\frac{1}{2}}
\end{aligned}
$$

A similar recurrence formula holds for the functions $\lambda_{n}^{\alpha}(x)$ :

$$
\left.\begin{array}{l}
\lambda_{0}^{\alpha}(x)=\frac{\sqrt{\rho(x)}}{\sqrt{\Gamma(\alpha+1)}}, \quad \lambda_{1}^{\alpha}(x)=\frac{\sqrt{\rho(x)}(-x+\alpha+1)}{\sqrt{\Gamma(\alpha+2)}},  \tag{14}\\
\lambda_{n}^{\alpha}(x)=\left(a_{n}-b_{n} x\right) \lambda_{n-1}^{\alpha}(x)-c_{n} \lambda_{n-2}^{\alpha}(x), \quad n=2,3, \ldots
\end{array}\right\} .
$$

In the sequel, we need the following property of the functions $\lambda_{n}^{\alpha}(x)$. Theorem A. [1, Theorem 1] Let $f \in L^{p}, \frac{4}{3}<p<4, \alpha \geqslant 0$. Define $a_{n}=\int_{0}^{\infty} \lambda_{n}^{\alpha}(x) f(x) d x$ and set $S_{n}(x)=\sum_{k=0}^{n} a_{k} \lambda_{k}^{\alpha}(x)$. Then $\left\|S_{n}-f\right\|_{L^{p}} \rightarrow 0$ as $n \xrightarrow{0} \infty$.
3. On the Sobolev orthonormal functions generated by the Laguerre functions.
Definition 1. For a given $r \in \mathbb{N}$, define the functions $\lambda_{r, n}^{\alpha}(x)$, $n=0,1, \ldots$, by

$$
\begin{gather*}
\lambda_{r, r+n}^{\alpha}(x)=\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} \lambda_{n}^{\alpha}(t) d t, \quad n=0,1, \ldots  \tag{15}\\
\lambda_{r, n}^{\alpha}(x)=\frac{x^{n}}{n!}, \quad n=0,1, \ldots, r-1 \tag{16}
\end{gather*}
$$

Consider the problem of computing the functions $\lambda_{r, r+n}^{\alpha}(x)$ for any $n$ and $x$. Note that $\lambda_{0, n}^{\alpha}(x)=\lambda_{n}^{\alpha}(x), \lambda_{1,0}^{\alpha}(x)=1, \lambda_{1,1}^{\alpha}(x)=\int_{0}^{x} \lambda_{0}^{\alpha}(t) d t$ by definition.

Theorem 1. Let $\alpha>-1$. Then the following recurrence relations hold:

$$
\left.\begin{array}{c}
\lambda_{r, n}^{\alpha}(x)=\frac{x}{n} \lambda_{r, n-1}^{\alpha}(x), \quad 1 \leqslant n \leqslant r-1 ; \\
r \lambda_{r+1, r+1}^{\alpha}(x)=(x-2 r-\alpha) \lambda_{r, r}^{\alpha}(x)+2 x \lambda_{r-1, r-1}^{\alpha}(x), r \geqslant 1 ; \\
\sqrt{(n+1)(n+\alpha+1)} \lambda_{1, n+2}^{\alpha}(x)=2 x \lambda_{n}^{\alpha}(x)-\lambda_{1, n+1}^{\alpha}(x)+ \\
\quad+\sqrt{n(n+\alpha)} \lambda_{1, n}^{\alpha}(x), \quad n \geqslant 1 ;
\end{array}\right\}
$$

Proof. The equality (17) is obvious. Let us prove the relation (18). From the definition of the functions $\lambda_{r, r+n}^{\alpha}(x)$ and integrating by parts, we have:

$$
\begin{aligned}
\lambda_{r, r}^{\alpha}(x)= & \frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} \lambda_{0}^{\alpha}(t) d t= \\
= & \frac{1}{\sqrt{\Gamma(\alpha+1)}} \frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} e^{-\frac{t}{2}} t^{\frac{\alpha}{2}} d t= \\
= & \frac{2}{(\alpha+2) \sqrt{\Gamma(\alpha+1)}} \frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} e^{-\frac{t}{2}} d\left(t^{\frac{\alpha}{2}+1}\right)= \\
= & -\frac{2}{\alpha+2} \frac{1}{(r-2)!} \int_{0}^{x}(x-t)^{r-2}(x-t-x) \lambda_{0}^{\alpha}(t) d t- \\
& -\frac{1}{\alpha+2} \frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1}(x-t-x) \lambda_{0}^{\alpha}(t) d t= \\
= & -\frac{2(r-1)}{\alpha+2} \lambda_{r, r}^{\alpha}(x)+\frac{2}{\alpha+2} x \lambda_{r-1, r-1}^{\alpha}(x)-\frac{r}{\alpha+2} \lambda_{r+1, r+1}^{\alpha}(x)+ \\
& +\frac{1}{\alpha+2} x \lambda_{r, r}^{\alpha}(x) .
\end{aligned}
$$

Hence, we obtain (18). We now establish the equality (19):

$$
\begin{align*}
\lambda_{1, n+1}^{\alpha}(x) & =\int_{0}^{x} \lambda_{n}^{\alpha}(t) d t=\frac{2}{\alpha+2} \int_{0}^{x} e^{-\frac{t}{2}} l_{n}^{\alpha}(t) d\left(t^{\frac{\alpha}{2}+1}\right)=\frac{2}{\alpha+2} x \lambda_{n}^{\alpha}(x)+ \\
& +\frac{1}{\alpha+2} \int_{0}^{x} e^{-\frac{t}{2}} t^{\frac{\alpha}{2}+1} l_{n}^{\alpha}(t) d t-\frac{2}{\alpha+2} \int_{0}^{x} e^{-\frac{t}{2}} t^{\frac{\alpha}{2}+1}\left(l_{n}^{\alpha}(t)\right)^{\prime} d t \tag{21}
\end{align*}
$$

Consider separately the second and the third terms of the right-hand side of the last equality. From (14) we have:

$$
\begin{gathered}
\int_{0}^{x} e^{-\frac{t}{2}} t^{\frac{\alpha}{2}+1} l_{n}^{\alpha}(t) d t=\int_{0}^{x} t \lambda_{n}^{\alpha}(t) d t=\int_{0}^{x}\left[-\sqrt{(n+1)(n+\alpha+1)} \lambda_{n+1}^{\alpha}(t)+\right. \\
\left.+(2 n+\alpha+1) \lambda_{n}^{\alpha}(t)-\sqrt{n(n+\alpha)} \lambda_{n-1}^{\alpha}(t)\right] d t=
\end{gathered}
$$

$$
\begin{equation*}
=-\sqrt{(n+1)(n+\alpha+1)} \lambda_{1, n+2}^{\alpha}(x)+(2 n+\alpha+1) \lambda_{1, n+1}^{\alpha}(x)-\sqrt{n(n+\alpha)} \lambda_{1, n}^{\alpha}(x) . \tag{22}
\end{equation*}
$$

Further, from the equalities (4), (5), and (13) it follows that

$$
\begin{gathered}
\left(l_{n}^{\alpha}(t)\right)^{\prime}=-\sqrt{n} l_{n-1}^{\alpha+1}(t) \\
t l_{n-1}^{\alpha+1}(t)=\sqrt{n+\alpha} l_{n-1}^{\alpha}(t)-\sqrt{n} l_{n}^{\alpha}(t)
\end{gathered}
$$

Then

$$
\begin{align*}
\int_{0}^{x} e^{-\frac{t}{2}} t^{\frac{\alpha}{2}+1}\left(l_{n}^{\alpha}(t)\right)^{\prime} d t & =-\sqrt{n} \int_{0}^{x} e^{-\frac{t}{2}} t^{\frac{\alpha}{2}} t l_{n-1}^{\alpha+1}(t) d t= \\
=-\sqrt{n} \int_{0}^{x} e^{-\frac{t}{2}} t^{\frac{\alpha}{2}} & {\left[\sqrt{n+\alpha} l_{n-1}^{\alpha}(t)-\sqrt{n} l_{n}^{\alpha}(t)\right] d t=} \\
& =-\sqrt{n(n+\alpha)} \lambda_{1, n}^{\alpha}(x)+n \lambda_{1, n+1}^{\alpha}(x) \tag{23}
\end{align*}
$$

From (22), (23) and (21) we obtain (19).
Let us proceed to the proof of (20). By definition,

$$
\lambda_{r, r+n}^{\alpha}(x)=\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} \lambda_{n}^{\alpha}(t) d t
$$

Replace the function $\lambda_{n}^{\alpha}(t)$ by the right-hand side of the equality (14):

$$
\begin{align*}
& \lambda_{r, r+n}^{\alpha}(x)=\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1}\left[\left(a_{n}-b_{n} t\right) \lambda_{n-1}^{\alpha}(t)-c_{n} \lambda_{n-2}^{\alpha}(t)\right] d t= \\
& =a_{n} \lambda_{r, r+n-1}^{\alpha}(x)-\frac{b_{n}}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} t \lambda_{n-1}^{\alpha}(t) d t-c_{n} \lambda_{r, r+n-2}^{\alpha}(x)= \\
& =a_{n} \lambda_{r, r+n-1}^{\alpha}(x)+\frac{b_{n}}{(r-1)!} \int_{0}^{x}(x-t)^{r-1}(x-t-x) \lambda_{n-1}^{\alpha}(t) d t-c_{n} \lambda_{r, r+n-2}^{\alpha}(x)= \\
& =a_{n} \lambda_{r, r+n-1}^{\alpha}(x)+b_{n} r \lambda_{r+1, r+n}^{\alpha}(x)-b_{n} x \lambda_{r, r+n-1}^{\alpha}(x)-c_{n} \lambda_{r, r+n-2}^{\alpha}(x) . \tag{24}
\end{align*}
$$

Now divide both sides of (24) by $b_{n}$ and obtain the relation (20).

Remark 1. Formula (19) is also valid for $n=0$.
Note that the systems defined by means of formulae (15), (16) in the general case, when an arbitrary orthonormal system $\varphi_{k}(x)(k=0,1, \ldots)$ is used as the generating system, were considered in the works [5-10]. In particular, in the paper [5] the following theorem was proved.
Theorem B. Assume that the functions $\varphi_{k}(x)(k=0,1, \ldots)$ form a complete in $L_{\rho}^{2}(a, b)$ orthonormal system with respect to the weight $\rho(x)$ on the interval $[a, b]$. Then the system $\left\{\varphi_{r, k}(x)\right\}_{k=0}^{\infty}$, generated by the $\left\{\varphi_{k}(x)\right\}_{k=0}^{\infty}$ by means of

$$
\begin{gathered}
\varphi_{r, r+k}(x)=\frac{1}{(r-1)!} \int_{a}^{x}(x-t)^{r-1} \varphi_{k}(t) d t, \quad k=0,1, \ldots \\
\varphi_{r, k}(x)=\frac{(x-a)^{k}}{k!}, \quad k=0,1, \ldots, r-1,
\end{gathered}
$$

is complete in $W_{L_{\rho}^{2}(a, b)}^{r}$ and orthonormal with respect to the inner product

$$
\langle f, g\rangle=\sum_{\nu=0}^{r-1} f^{(\nu)}(a) g^{(\nu)}(a)+\int_{a}^{b} f^{(r)}(t) g^{(r)}(t) \rho(t) d t
$$

Note that Theorem B holds for infinite intervals too. The following statement is immediately deduced from Theorem B.

Corollary 1. If $\alpha>-1$, then the system of functions $\lambda_{r, n}^{\alpha}(x)$, generated by the Laguerre functions $\lambda_{n}^{\alpha}(x)$ by means of equalities (15) and (16), is complete in $W_{L^{2}}^{r}$ and orthonormal with respect to the inner product (2).

Further, from (15), (16), and the integrand differentiation formula [3, sec. 509 , p. 667] for almost all $x \in[0, \infty)$ we have

$$
\left(\lambda_{r, k}^{\alpha}(x)\right)^{(\nu)}= \begin{cases}\lambda_{r-\nu, k-\nu}^{\alpha}(x), & 0 \leqslant \nu \leqslant r-1, r \leqslant k  \tag{25}\\ \lambda_{k-r}^{\alpha}(x), & \nu=r \leqslant k \\ \lambda_{r-\nu, k-\nu}^{\alpha}(x), & \nu \leqslant k<r \\ 0, & k<\nu \leqslant r\end{cases}
$$

where $\lambda_{0, n}^{\alpha}(x)=\lambda_{n}^{\alpha}(x)$ by convention.

It is easily seen from (2), (15)-(25) that the Fourier series of the function $f \in W_{L^{2}}^{r}$ in the system $\left\{\lambda_{r, k}^{\alpha}(x)\right\}_{k=0}^{\infty}$

$$
f(x) \sim \sum_{k=0}^{\infty} c_{r, k}^{\alpha}(f) \lambda_{r, k}^{\alpha}(x)
$$

has the following form:

$$
\begin{equation*}
f(x) \sim \sum_{k=0}^{r-1} f^{(k)}(0) \frac{x^{k}}{k!}+\sum_{k=r}^{\infty} c_{r, k}^{\alpha}(f) \lambda_{r, k}^{\alpha}(x), \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{r, k}^{\alpha}(f)=\int_{0}^{\infty} f^{(r)}(t) \lambda_{k-r}^{\alpha}(t) d t, \quad k=r, r+1, \ldots \tag{27}
\end{equation*}
$$

Note that the Fourier series (26) can be defined for any function $f \in W_{L^{p}}^{r}$, $p \geqslant 1$. To this end, we show the existence of the coefficients $c_{r, k}^{\alpha}(f)$ defined by the equality (27). Using the Hölder inequality, we have

$$
\begin{aligned}
\left|c_{r, k}^{\alpha}(f)\right| \leqslant\left(\int_{0}^{\infty}\left|f^{(r)}(t)\right|^{p} d t\right)^{\frac{1}{p}}\left(\int_{0}^{\infty}\left|\lambda_{k-r}^{\alpha}(t)\right|^{q} d t\right)^{\frac{1}{q}} \leqslant & \\
& \leqslant M\left\|f^{(r)}\right\|_{L^{p}}, k=r, r+1, \ldots
\end{aligned}
$$

where $M$ is a positive real number and $1 / p+1 / q=1$. Consider the problem of uniform convergence of the Fourier series (26) to the function $f \in W_{L^{p}}^{r}$. To prove the following theorem, we use the same technique as in [11].
Theorem 2. Let $\alpha \geqslant 0,0 \leqslant A<\infty, \frac{4}{3}<p<4, f \in W_{L^{p}}^{r}$. Then the series (26) converges uniformly on $[0, A]$ to the function $f$.
Proof. Since $f \in W_{L^{p}}^{r}$, then, first, $f^{(r)} \in L^{p}$, and, therefore, in the metric of the space $L^{p}$ we have (see Theorem A)

$$
\begin{gather*}
f^{(r)}(x)=\sum_{k=0}^{\infty} c_{r, k}^{\alpha}\left(f^{(r)}\right) \lambda_{k}^{\alpha}(x),  \tag{28}\\
c_{r, k}^{\alpha}\left(f^{(r)}\right)=\int_{0}^{\infty} f^{(r)}(t) \lambda_{k}^{\alpha}(t) d t, k=0,1, \ldots
\end{gather*}
$$

Second, we can write the Taylor formula for the function $f$, with the remainder in the integral form:

$$
f(x)=\sum_{k=0}^{r-1} f^{(k)}(0) \frac{x^{k}}{k!}+\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} f^{(r)}(t) d t
$$

Further, denote by $S_{r, n}^{\alpha}(f, x)$ and $S_{n}^{\alpha}\left(f^{(r)}, x\right)$ the partial sums of the series (26) and (28), respectively:

$$
\begin{gathered}
S_{r, n}^{\alpha}(f, x)=\sum_{k=0}^{r-1} f^{(k)}(0) \frac{x^{k}}{k!}+\sum_{k=r}^{n} c_{r, k}^{\alpha}(f) \lambda_{r, k}^{\alpha}(x), \\
S_{n}^{\alpha}\left(f^{(r)}, x\right)=\sum_{k=0}^{n} c_{r, k}^{\alpha}\left(f^{(r)}\right) \lambda_{k}^{\alpha}(x) .
\end{gathered}
$$

Then

$$
\begin{gather*}
\left|f(x)-S_{r, n+r}^{\alpha}(f, x)\right|= \\
=\left|\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} f^{(r)}(t) d t-\sum_{k=r}^{n+r} c_{r, k}^{\alpha}(f) \lambda_{r, k}^{\alpha}(x)\right|= \\
=\frac{1}{(r-1)!}\left|\int_{0}^{x}(x-t)^{r-1} f^{(r)}(t) d t-\sum_{k=r}^{n+r} c_{r, k}^{\alpha}(f) \int_{0}^{x}(x-t)^{r-1} \lambda_{k-r}^{\alpha}(t) d t\right|= \\
=\left|\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1}\left(f^{(r)}(t)-S_{n}^{\alpha}\left(f^{(r)}, t\right)\right) d t\right| \leqslant \\
\leqslant \frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1}\left|f^{(r)}(t)-S_{n}^{\alpha}\left(f^{(r)}, t\right)\right| d t \leqslant \\
\leqslant \frac{1}{(r-1)!}\left(\int_{0}^{x}(x-t)^{q(r-1)} d t\right)^{1 / q}\left(\int_{0}^{x}\left|f^{(r)}(t)-S_{n}^{\alpha}\left(f^{(r)}, t\right)\right|^{p} d t\right)^{1 / p} \leqslant \\
\leqslant \frac{1}{(r-1)!}\left(\frac{A^{q(r-1)+1}}{q(r-1)+1}\right)^{1 / q}\left\|f^{(r)}-S_{n}^{\alpha}\left(f^{(r)}\right)\right\|_{L^{p}} . \tag{29}
\end{gather*}
$$

From equality (28) it follows that $\left\|f^{(r)}-S_{n}^{\alpha}\left(f^{(r)}\right)\right\|_{L^{p}} \rightarrow 0$ as $n \rightarrow \infty$. From this relation and (29) uniform convergence of the series (26) on $[0, A]$ to the function $f$ follows.

## 4. Asymptotic properties of the functions $\lambda_{1,1+n}^{\alpha}(x)$.

Let us study the behavior of the functions $\lambda_{1,1+n}^{\alpha}(x)$ on the segment $[0, \omega]$, where $\omega$ is a fixed positive real number.
Theorem 3. Suppose $\alpha>-1$ and $x \in[0, \omega]$. Then the following asymptotic formula holds:

$$
\begin{gather*}
\lambda_{1,1+n}^{\alpha}(x)=\sqrt{\frac{\Gamma(n+1)}{\Gamma(n+\alpha+1)}} \frac{x^{\alpha / 2+1} e^{-\frac{x}{2}}}{n+\alpha+1} \times \\
\times\left(L_{n}^{\alpha+1}(x)+\frac{x+\alpha}{2(n+\alpha+2)} L_{n}^{\alpha+2}(x)\right)+R_{n}^{\alpha}(x), \tag{30}
\end{gather*}
$$

where the remainder

$$
\begin{aligned}
R_{n}^{\alpha}(x)=\sqrt{\frac{\Gamma(n+1)}{\Gamma(n+\alpha+1)}} & \frac{1}{4(n+\alpha+1)(n+\alpha+2)} \times \\
& \times \int_{0}^{x} t^{\alpha / 2}\left(t^{2}+2 \alpha t+\alpha^{2}+2 \alpha\right) e^{-\frac{t}{2}} L_{n}^{\alpha+2}(t) d t
\end{aligned}
$$

satisfies the estimate:

$$
\left|R_{n}^{\alpha}(x)\right|=O\left(\frac{1}{n}\right) .
$$

In the case $\alpha=0$, the last estimate becomes

$$
\left|R_{n}^{0}(x)\right|= \begin{cases}O\left(\frac{1}{n^{3}}\right), & 0 \leqslant x \leqslant \frac{1}{n} \\ O\left(\frac{1}{n^{7 / 4}}\right), & \frac{1}{n} \leqslant x \leqslant \omega\end{cases}
$$

Proof. From (15), (1) and (13) it follows that

$$
\lambda_{1,1+n}^{\alpha}(x)=\int_{0}^{x} \lambda_{n}^{\alpha}(t) d t=\int_{0}^{x} t^{\alpha / 2} e^{-\frac{t}{2}} l_{n}^{\alpha}(t) d t=
$$

$$
=\sqrt{\frac{\Gamma(n+1)}{\Gamma(n+\alpha+1)}} \int_{0}^{x} t^{\alpha / 2} e^{-\frac{t}{2}} L_{n}^{\alpha}(t) d t .
$$

Further, integrating by parts and using the equality (12), we obtain:

$$
\begin{gathered}
\lambda_{1,1+n}^{\alpha}(x)=\left|\begin{array}{cc}
u=\frac{e^{-\frac{t}{2}}}{t^{\alpha / 2}}, & d u=-\frac{e^{-\frac{t}{2}}(t+\alpha)}{2 t^{\alpha / 2+1}} \\
d v=t^{\alpha} L_{n}^{\alpha}(t) d t, & v=\frac{1}{n+\alpha+1} t^{\alpha+1} L_{n}^{\alpha+1}(t)
\end{array}\right|= \\
=\sqrt{\frac{\Gamma(n+1)}{\Gamma(n+\alpha+1)}}\left(\frac{x^{\alpha / 2+1} e^{-\frac{x}{2}}}{n+\alpha+1} L_{n}^{\alpha+1}(x)+\right. \\
\left.+\frac{1}{2(n+\alpha+1)} \int_{0}^{x} t^{\alpha / 2}(t+\alpha) e^{-\frac{t}{2}} L_{n}^{\alpha+1}(t) d t\right)= \\
=\left|\begin{array}{c}
u=\frac{e^{-\frac{t}{2}}(t+\alpha)}{t^{\alpha / 2+1}}, \quad d u=-\frac{e^{-\frac{t}{2}}\left(t^{2}+2 \alpha t+\alpha^{2}+2 \alpha\right)}{2 t^{\alpha / 2+2}} \\
d v=t^{\alpha+1} L_{n}^{\alpha+1}(t) d t, \quad v=\frac{1}{n+\alpha+2} t^{\alpha+2} L_{n}^{\alpha+2}(t)
\end{array}\right|= \\
=\sqrt{\frac{\Gamma(n+1)}{\Gamma(n+\alpha+1)} \frac{x^{\alpha / 2+1} e^{-\frac{x}{2}}}{n+\alpha+1}\left(L_{n}^{\alpha+1}(x)+\frac{x+\alpha}{2(n+\alpha+2)} L_{n}^{\alpha+2}(x)\right)+R_{n}^{\alpha}(x) .}
\end{gathered}
$$

Therefore, (30) holds.
Let us proceed to the estimate of the remainder $R_{n}^{\alpha}(x)$ for $0 \leqslant x \leqslant \omega$.
To this end, consider the following two cases:

1) Let $0 \leqslant x \leqslant \frac{1}{n}$; then, from estimates (10) and (11), it follows that

$$
\begin{gathered}
\left|R_{n}^{\alpha}(x)\right| \leqslant \frac{c(\alpha)}{n^{\alpha / 2+2}} \int_{0}^{x} t^{\alpha / 2}\left(t^{2}+2|\alpha| t+\alpha^{2}+2|\alpha|\right) e^{-\frac{t}{2}}\left|L_{n}^{\alpha+2}(t)\right| d t \leqslant \\
\leqslant c(\alpha) n^{\alpha / 2}\left(\frac{1}{\alpha / 2+3} x^{\alpha / 2+3}+\frac{2|\alpha|}{\alpha / 2+2} x^{\alpha / 2+2}+\frac{\alpha^{2}+2|\alpha|}{\alpha / 2+1} x^{\alpha / 2+1}\right)=O\left(\frac{1}{n}\right) .
\end{gathered}
$$

If $\alpha=0,\left|R_{n}^{0}(x)\right|=O\left(\frac{1}{n^{3}}\right)$.
2) Let $\frac{1}{n} \leqslant x \leqslant \omega$; then, from the formulas (7)-(9), we have:

$$
\text { If } \alpha=0 \text {, then }\left|R_{n}^{0}(x)\right|=O\left(\frac{1}{n^{7 / 4}}\right) .
$$

Further, from Theorem 3 and estimates (10), (11), the following assertion is immediately deduced:

$$
\begin{aligned}
& \left|R_{n}^{\alpha}(x)\right|=O\left(\frac{1}{n^{\alpha / 2+2}}\right) \left\lvert\, \int_{0}^{1 / n} t^{\alpha / 2}\left(t^{2}+2 \alpha t+\alpha^{2}+2 \alpha\right) e^{-\frac{t}{2}} L_{n}^{\alpha+2}(t) d t+\right. \\
& \left.+\int_{1 / n}^{x} t^{\alpha / 2}\left(t^{2}+2 \alpha t+\alpha^{2}+2 \alpha\right) e^{-\frac{t}{2}} L_{n}^{\alpha+2}(t) d t \right\rvert\,=O\left(\frac{1}{n}\right)+ \\
& +O\left(\frac{1}{n^{\frac{\alpha}{2}+2}}\right)\left|\int_{1 / n}^{x} \frac{t^{2}+2 \alpha t+\alpha^{2}+2 \alpha}{t} N^{-\frac{\alpha}{2}-1} \frac{\Gamma(n+\alpha+3)}{n!} J_{\alpha+2}(2 \sqrt{N t}) d t\right|+ \\
& +O\left(\frac{1}{n^{\alpha / 2+2}}\right)\left|\int_{1 / n}^{x} \frac{t^{2}+2 \alpha t+\alpha^{2}+2 \alpha}{t} t^{5 / 4} O\left(n^{\alpha / 2+1 / 4}\right) d t\right| \leqslant \\
& \leqslant O\left(\frac{1}{n}\right)+O\left(\frac{1}{n^{7 / 4}}\right)+O\left(\frac{1}{n}\right)\left|\int_{1 / n}^{x} \frac{t^{2}+2 \alpha t+\alpha^{2}+2 \alpha}{t} J_{\alpha+2}(2 \sqrt{N t}) d t\right|= \\
& =O\left(\frac{1}{n}\right)+O\left(\frac{1}{n}\right) \left\lvert\, \int_{1 / n}^{x} \frac{t^{2}+2 \alpha t+\alpha^{2}+2 \alpha}{t} \times\right. \\
& \left.\times\left[\sqrt{\frac{1}{\pi \sqrt{N t}}} \cos \left(2 \sqrt{N t}-\frac{(2 \alpha+5) \pi}{4}\right)+O\left(\frac{1}{(N t)^{3 / 4}}\right)\right] d t \right\rvert\, \leqslant O\left(\frac{1}{n}\right)+ \\
& +O\left(\frac{1}{n^{5 / 4}}\right)\left|\int_{1 / n}^{x} \frac{t^{2}+2 \alpha t+\alpha^{2}+2 \alpha}{t^{5 / 4}} \cos \left(2 \sqrt{N t}-\frac{(2 \alpha+5) \pi}{4}\right) d t\right| \leqslant \\
& \leqslant O\left(\frac{1}{n}\right)+O\left(\frac{1}{n^{5 / 4}}\right) \int_{\sqrt{N / n}}^{\sqrt{N x}}\left|\frac{y^{4}+2 \alpha N y^{2}+\left(\alpha^{2}+2 \alpha\right) N^{2}}{N^{7 / 4} y^{3 / 2}}\right| d y=O\left(\frac{1}{n}\right) .
\end{aligned}
$$

Corollary 1. The following estimates hold:

$$
\left|\lambda_{1, n}^{\alpha}(x)\right| \leqslant c \begin{cases}\frac{1}{n}, & 0 \leqslant x \leqslant \frac{1}{\theta_{n}} \\ \frac{1}{n^{3 / 4}}, & \frac{1}{\theta_{n}}<x \leqslant \omega .\end{cases}
$$
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