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TANGENT APPROXIMATION BY SOLUTIONS OF THE
CONVOLUTION EQUATION

Abstract. The article for the first time studies the approxima-
tion of a function together with its derivatives on the real line by
solutions of a multidimensional convolution equation of the form

𝑔 * 𝑇 = 0,

where 𝑇 is a given compactly supported radial distribution other
than a constant multiplied by the Dirac delta function at zero. The
following analogue of the well-known Carleman’s theorem on tan-
gent approximation by entire functions is obtained: if 𝑓 ∈ 𝐶𝑘(ℝ)
for some 𝑘 ∈ ℤ+ and for any 𝜈 ∈ {0, . . . , 𝑘} there is a finite limit

lim
𝑡→+0

(︂
𝑑

𝑑𝑡

)︂𝜈
𝑓(ln𝑡),

then for an arbitrary positive continuous function 𝜀(𝑡) on ℝ there
exists an entire function Φ: ℂ𝑛 → ℂ, such that Φ

⃒⃒
ℝ𝑛 * 𝑇 = 0 and⃒⃒⃒⃒

𝑓 (𝜈)(𝑡) −
(︂

𝜕

𝜕𝑥1

)︂𝜈
Φ(𝑡, 0, . . . , 0)

⃒⃒⃒⃒
< 𝜀(𝑒𝑡)

for all 𝑡 ∈ ℝ, 𝜈 ∈ {0, . . . , 𝑘} (Theorem 1). It is shown that when
approximating a function on subsets of the real line that do not
contain a neighborhood of the point −∞, the condition for the
existence of a limit in Theorem 1 can be omitted. In addition,
the method of proving Theorem 1 allows one to obtain new results
that are of interest for the theory of convolution equations of the
indicated type. These are results about the growth of solutions
(Corollary 3), on the distribution of values (Theorem 2), and also
on the solvability of the interpolation problem for solutions of the
convolution equation (Corollary 4).
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1. Introduction. Famous Carleman’s tangent approximation theo-
rem derived in 1927 states that for every function 𝑓 ∈ 𝐶(ℝ) and every
positive function 𝜀 ∈ 𝐶(ℝ) there exists an entire function 𝑔 : ℂ → ℂ, such
that

|𝑓(𝑡)− 𝑔(𝑡)| < 𝜀(𝑡)

for all 𝑡 ∈ ℝ (see, for example, [10, Chap. 4, Sect. 3]). Everywhere below
any positive function 𝜀 ∈ 𝐶(ℝ) will be called an error function. Carle-
man’s theorem has been further developed and refined in many papers
(see bibliography in [8] and [10]). Carleman himself had already gener-
alized his result by replacing ℝ by more general curves and systems of
curves in the complex plane. Many authors have studied, in connection
with Carleman’s theorem, approximation in combination with interpo-
lation, as well as tangent approximation of smooth functions together
with their derivatives (see [11], [14], [16], [19]– [22], [24]). In articles [1]–
[3], [5], [6], [9], [17], [18], [26], approximation with a certain rate of decrease
of the error function was considered. Questions related to tangent and uni-
form approximation under restrictions on the growth of the approximating
function were also studied (see [4], [17]). We also note the multidimen-
sional analog of Carleman’s theorem obtained in [23]. Carleman’s theorem
and its generalizations play an important role in the study of boundary
properties of analytic functions and in the study of the distribution of
their values (see [10, Chap. 4, Sect. 5]).

The class of entire functions 𝑔 : ℂ → ℂ coincides with the set of solu-
tions of the differential equation(︂

𝜕

𝜕𝑥1
+ 𝑖

𝜕

𝜕𝑥2

)︂
𝑔 = 0, (𝑥1, 𝑥2) ∈ ℝ2.

In this regard, it is of interest to obtain analogues of Carleman’s theorem
in which the approximation is made by solutions of other linear partial
differential equations in ℝ𝑛, 𝑛 ⩾ 2, with constant coefficients. For the
solutions of most of these equations, many important and useful properties
of the class of entire functions are not fulfilled (for example, they as a rule
do not form an algebra), which prevents them from obtaining analogues
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of Carleman’s theorem by the known methods. The simplest example is
the class of eigenfunctions of the Laplace operator in ℝ2, that is, the set
of solutions of the equation(︂

𝜕2

𝜕𝑥21
+

𝜕2

𝜕𝑥22

)︂
𝑔 + 𝜆𝑔 = 0, (𝑥1, 𝑥2) ∈ ℝ2,

for 𝜆 ̸= 0.
In this paper, for the first time, we study the approximation of a

function together with its derivatives on the real line by solutions of a
multidimensional convolution equation of the form

𝑔 * 𝑇 = 0, (1)

where 𝑇 is a given radial distribution with compact support in ℝ𝑛, 𝑛 ⩾ 2
(see Sect. 2). The theory of equations (1) originates in the work of the fa-
mous Romanian mathematician D. Pompeiu who considered the case when
𝑇 is the indicator of a ball in ℝ𝑛 (see, e. g., [30]). Equation (1) as well
as its various analogues and generalizations have been intensively studied
over the past fifty years by F. John, J. Delsarte, J. D. Smith, L. Zalcman,
C. A. Berenstein, and others (see the overviews in [7], [30], [31] and mono-
graphs [27]–citel23, which provide extensive bibliographies). We note that
with an appropriate choice of 𝑇 they characterize such important classes
of functions as functions with zero spherical (or ball) means, functions
with the property of mean values from the theory of harmonic functions,
and also solutions of elliptic differential equations of the form

𝑝(Δ)𝑔 = 0, (2)

where Δ is the Laplace operator in ℝ𝑛, and 𝑝 is an arbitrary algebraic
polynomial other than the identical constant.

The main results of this paper are formulated in Sect. 2. Among them
note Theorem 1 on the approximation of a function and its derivatives on
ℝ by solutions of equation (1), as well as a number of new results that are
of interest for the theory of equations of the form (1). These are results
about the growth of solutions (Corollary 3), on the distribution of values
(Theorem 2), and also on the solvability of the interpolation problem for
solutions of equation (1) (Corollary 4). Section 3 contains the necessary
auxiliary assertions. The proofs of Theorems 1 and 2, and Corollaries 1–3
are contained in Sects. 4 and 5.



128 V. V. Volchkov, Vit. V. Volchkov

2. Statements of the main results. Everywhere in what follows,
ℝ𝑛 is a Euclidean space of dimension 𝑛 ⩾ 2. Denote by 𝒟′(ℝ𝑛) (respec-
tively, ℰ ′(ℝ𝑛)) the space of distributions (respectively, distributions with
compact supports) in ℝ𝑛; 𝒟(ℝ𝑛) is the space of finite infinitely differen-
tiable functions in ℝ𝑛; ℰ(ℝ𝑛) = 𝐶∞(ℝ𝑛).

Let 𝑇 ∈ ℰ ′(ℝ𝑛), 𝑇 ̸= 0, and let supp𝑇 be the support of 𝑇 . For every
𝑓 ∈ 𝒟′(ℝ𝑛), the convolution 𝑓 * 𝑇 is defined by the equality

⟨𝑓 * 𝑇, 𝜙⟩ = ⟨𝑓𝑦, ⟨𝑇𝑥, 𝜙(𝑥+ 𝑦)⟩⟩ , 𝜙 ∈ 𝒟(ℝ𝑛),

as a distribution in 𝒟(ℝ𝑛) (the index at the bottom of the distributions 𝑓
and 𝑇 means the action on the specified variable). A distribution of the
class

𝒟′
𝑇 (ℝ𝑛) = {𝑓 ∈ 𝒟′(ℝ𝑛) : 𝑓 * 𝑇 = 0}

is called mean periodic with respect to 𝑇 . Denote by 𝐸𝑇 (ℝ𝑛) the set of
all entire functions  : ℂ𝑛 → ℂ whose restrictions to ℝ𝑛 are mean periodic
with respect to 𝑇 .

Let 𝑆𝑂(𝑛) be the rotation group of ℝ𝑛. A distribution 𝑇 ∈ ℰ ′(ℝ𝑛) is
called radial if it is invariant under the group 𝑆𝑂(𝑛), i. e.,

⟨𝑇, 𝜙(𝜏𝑥)⟩ = ⟨𝑇, 𝜙(𝑥)⟩ for all 𝜙 ∈ ℰ(ℝ𝑛), 𝜏 ∈ 𝑆𝑂(𝑛).

Denote by ℰ ′
♮(ℝ𝑛) the set of all radial distributions 𝑇 ∈ ℰ ′(ℝ𝑛). The

simplest example of distribution in the class ℰ ′
♮(ℝ𝑛) is the Dirac delta

function 𝛿0 with support at zero, i. e.,

⟨𝛿0, 𝜙⟩ = 𝜙(0), 𝜙 ∈ ℰ(ℝ𝑛).

In the study of equation (1), the Fourier-Laplace transform of the
distribution 𝑇 plays an important role, which for radial 𝑇 is expressed
in terms of the so-called spherical transform ̃︀𝑇 (see [15, Ch. 7, Sect. 7.3;
Ch. 16], [25, Ch. 4, Theorem 3.3] and Lemma 1 below). To define ̃︀𝑇 , we
consider an even entire function

𝜂(𝑧) = 2
𝑛
2
−1Γ
(︁𝑛
2

)︁𝐽𝑛
2
−1(𝑧)

𝑧
𝑛
2
−1

, 𝑧 ∈ ℂ,

where, as usual, Γ is the gamma function and 𝐽𝑛
2
−1 is the Bessel function

of the first kind of order
𝑛

2
− 1. Note that for any 𝑧 ∈ ℂ, the function

𝜂(𝑧|𝑥|), 𝑥 ∈ ℝ𝑛
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is a spherical function on ℝ𝑛, that is, an eigenfunction of the operator Δ
in ℝ𝑛 satisfying the condition 𝜂(0) = 1 (see [13, Ch. 4, Sect. 2]). The
spherical transform ̃︀𝑇 of the distribution 𝑇 ∈ ℰ ′

♮(ℝ𝑛) is defined by the
equality ̃︀𝑇 (𝑧) = ⟨𝑇𝑥, 𝜂(𝑧|𝑥|)⟩ (3)

and is an even entire function of the variable 𝑧 ∈ ℂ.
Example 1. Let 𝑇 = 𝑝(Δ)𝛿0 for some polynomial 𝑝. Then ̃︀𝑇 (𝑧) =

= 𝑝(−𝑧2), 𝑧 ∈ ℂ. In this case, equation (1) is equivalent to equation (2).
Example 2. Let 𝑇 = 𝜒𝑟 be the indicator of a ball of radius 𝑟 centered

at zero in ℝ𝑛. Then (see [29, Part II, Ch. 3, formula (3.90)])

̃︀𝑇 (𝑧) = (︁2𝜋𝑟
𝑧

)︁𝑛
2
𝐽𝑛

2
(𝑟𝑧).

A detailed exposition of the theory of spherical functions and spherical
transformations on symmetric spaces is contained in [13, Ch. 4, Sect. 2]
(see also [28], [29]).

Let
𝒵(̃︀𝑇 ) = {𝑧 ∈ ℂ : ̃︀𝑇 (𝑧) = 0}.

The set 𝒵(̃︀𝑇 ) plays an important role in the study of the equation (1).
The necessary information about the properties of this set is contained in
Lemma 2 and Corollaries 6 and 7 below. As shown in these statements,
𝒵(̃︀𝑇 ) ̸= ∅ if and only if 𝑇 ̸= 𝑐𝛿0, 𝑐 ∈ ℂ∖{0}. In addition, equation (1)
has a nonzero solution if and only if 𝒵(̃︀𝑇 ) ̸= ∅.

Let us proceed to the formulations of the main results of this paper.

Theorem 1. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛), 𝒵(̃︀𝑇 ) ̸= ∅, let 𝑓 ∈ 𝐶𝑘(ℝ) for some

𝑘 ∈ ℤ+, and assume that for any 𝜈 ∈ {0, . . . , 𝑘} there exists a finite limit

lim
𝑡→+0

(︁ 𝑑
𝑑𝑡

)︁𝜈
𝑓(ln𝑡). (4)

Then for any error function 𝜀(𝑡) there exists Φ ∈ 𝐸𝑇 (ℝ𝑛), such that⃒⃒⃒
𝑓 (𝜈)(𝑡)−

(︁ 𝜕

𝜕𝑥1

)︁𝜈
Φ(𝑡, 0, . . . , 0)

⃒⃒⃒
< 𝜀(𝑒𝑡) (5)

for all 𝑡 ∈ ℝ, 𝜈 ∈ {0, . . . , 𝑘}.
Due to arbitrariness of the function 𝜀(𝑡), inequality (5) provides uni-

form approximation of the functions 𝑓 (𝜈) on ℝ and tangent approximation
of these functions in a neighborhood of the point +∞.
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According to what has been said above, the condition 𝒵(̃︀𝑇 ) ̸= ∅ in
Theorem 1 (and all subsequent assertions of this section) is necessary. The
question of the necessity of the condition for the existence of limits (4)
in Theorem 1 remains open. However, as it is easy to see, when ap-
proximating a function on subsets of the real line that do not contain a
neighborhood of the point −∞, this condition can be omitted. Let us
note some consequences of Theorem 1 in which this condition is absent.

Corollary 1. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛), 𝒵(̃︀𝑇 ) ̸= ∅, 𝑎 ∈ ℝ, and assume that

𝑓 ∈ 𝐶𝑘([𝑎, + ∞)) for some 𝑘 ∈ ℤ+. Then, for any error function 𝜀(𝑡),
there exists a function Φ ∈ 𝐸𝑇 (ℝ𝑛), such that⃒⃒⃒

𝑓 (𝜈)(𝑡)−
(︁ 𝜕

𝜕𝑥1

)︁𝜈
Φ(𝑡, 0, . . . , 0)

⃒⃒⃒
< 𝜀(𝑡)

for all 𝑡 ∈ [𝑎,+∞), 𝜈 ∈ {0, . . . , 𝑘}.

Corollary 2. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛), 𝒵(̃︀𝑇 ) ̸= ∅, and assume that 𝑓 ∈ 𝐶𝑘(ℝ)

for some 𝑘 ∈ ℤ+. Then there exists a sequence Φ𝑚, 𝑚 = 1, 2, . . . of func-
tions in the class 𝐸𝑇 (ℝ𝑛), such that for any 𝜈 ∈ {0, . . . , 𝑘} the sequence
of functions (︁ 𝜕

𝜕𝑥1

)︁𝜈
Φ𝑚(𝑡, 0, . . . , 0)

converges to 𝑓 (𝜈)(𝑡) uniformly on [𝑎,+∞) for every 𝑎 ∈ ℝ.

Let us now consider some applications of Theorem 1 to the study of
properties of solutions to the equation (1).

The following result shows that for 𝒵(̃︀𝑇 ) ̸= ∅ equation (1) has smooth
solutions of arbitrarily fast growth at infinity.

Corollary 3. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛), 𝒵(̃︀𝑇 ) ̸= ∅. Then, for any function

𝜓 ∈ 𝐶(ℝ), there exists a function Φ ∈ 𝐸𝑇 (ℝ𝑛), such that

|Φ(𝑡, 0, . . . , 0)| > 𝜓(𝑡) (6)

for all 𝑡 > 0.

The following assertion about the distribution of values of some func-
tions of the class 𝐸𝑇 (ℝ𝑛) is also fulfilled:

Theorem 2. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛), 𝒵(̃︀𝑇 ) ̸= ∅, and let 𝑚 ∈ ℤ+. Then, for

any unbounded sequence {𝑡𝑘}∞𝑘=1 of real numbers, there exists a function
Φ ∈ 𝐸𝑇 (ℝ𝑛), such that the set of points
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{︁
(𝜁0, 𝑘, 𝜁1, 𝑘, . . . , 𝜁𝑚, 𝑘) ∈ ℂ𝑚+1 :

𝜁𝜈, 𝑘 =
(︁ 𝜕

𝜕𝑥1

)︁𝜈
Φ(𝑡𝑘, 0, . . . , 0), 𝑘 ∈ ℕ, 𝜈 ∈ {0, . . . ,𝑚}

}︁
is dense in ℂ𝑚+1. In particular, there exists a function Ψ ∈ 𝐸𝑇 (ℝ𝑛), for
which the set of values of the function Ψ(𝑡, 0, . . . , 0) on the ray [0,+∞) is
dense in ℂ.

It can be seen, from the proof of Theorem 2 for the case 𝑚 = 0, that
the following result about the solvability of the interpolation problem for
solutions of equation (1) with nodes on an arbitrary ray in ℝ𝑛 holds:

Corollary 4. Let {𝑎𝑘}∞𝑘=1 be a sequence of pairwise distinct points lying
on an arbitrary ray in ℝ𝑛 and satisfying the condition

lim
𝑘→∞

𝑎𝑘 = ∞. (7)

Let also 𝑇 ∈ ℰ ′
♮(ℝ𝑛) and 𝒵(̃︀𝑇 ) ̸= ∅. Then, for any sequence of complex

numbers {𝑏𝑘}∞𝑘=1 there exists a function Φ ∈ 𝐸𝑇 (ℝ𝑛), such that

Φ(𝑎𝑘) = 𝑏𝑘 (8)

for all 𝑘 ∈ ℕ.

It is easy to see that condition (7) in Corollary 4 is necessary. Indeed,
if it is not satisfied, then the sequence {𝑎𝑘}∞𝑘=1 has a finite limit point.
In this case, for functions Φ, continuous on ℝ𝑛, condition (8) cannot be
satisfied for any sequence {𝑏𝑘}∞𝑘=1.

To conclude this section, we note that the analogues of all the above
statements for distributions 𝑇 ∈ ℰ ′(ℝ𝑛) without the radiality condition
are, generally speaking, false. Corresponding counterexamples can be con-

structed by considering, for example, the distribution 𝑇 =
𝜕

𝜕𝑥1
𝛿0.

3. Auxiliary results. For an arbitrary 𝑧 = (𝑧1, . . . , 𝑧𝑛) ∈ ℂ𝑛,
𝜁 = (𝜁1, . . . , 𝜁𝑛) ∈ ℂ𝑛, we put

(𝑧, 𝜁) =
𝑛∑︁
𝑗=1

𝑧𝑗𝜁𝑗.

Let 𝑆 = {𝑧 ∈ ℂ𝑛 : (𝑧, 𝑧) = 1}, 𝕊𝑛−1 = 𝑆 ∩ℝ𝑛. For any 𝑇 ∈ ℰ ′(ℝ𝑛) denote
by ̂︀𝑇 the Fourier-Laplace transform of the distribution 𝑇 , i. e.,̂︀𝑇 (𝑧) = ⟨︀𝑇𝑥, 𝑒−𝑖(𝑧, 𝑥)⟩︀ , 𝑧 ∈ ℂ𝑛. (9)
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Lemma 1. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛). Then

̃︀𝑇 (𝜆) = ̂︀𝑇 (𝜆𝜉) (10)

for all 𝜆 ∈ ℂ, 𝜉 ∈ 𝑆.

Proof. Let 𝜆 ∈ ℂ, 𝜉 ∈ 𝑆, and let

𝑤𝜉(𝑥) = 𝑒𝑖𝜆(𝑥, 𝜉), 𝑥 ∈ ℝ𝑛. (11)

Since 𝑇 is radial, we have

⟨𝑇,𝑤𝜉(−𝑥)⟩ = ⟨𝑇,𝑤𝜉(−𝜏𝑥)⟩ (12)

for all 𝜏 ∈ 𝑆𝑂(𝑛). Let 𝑑𝜏 be a Haar measure on 𝑆𝑂(𝑛) for which∫︁
𝑆𝑂(𝑛)

𝑑𝜏 = 1.

From (12), we find

⟨𝑇,𝑤𝜉(−𝑥)⟩ =
∫︁

𝑆𝑂(𝑛)

⟨𝑇,𝑤𝜉(−𝜏𝑥)⟩ 𝑑𝜏 =

⟨
𝑇,

∫︁
𝑆𝑂(𝑛)

𝑤𝜉(−𝜏𝑥)𝑑𝜏
⟩
. (13)

Taking [13, Introduction, Sect. 3.1, formula (9)] into account, we obtain∫︁
𝑆𝑂(𝑛)

𝑤𝜉(−𝜏𝑥)𝑑𝜏 =
1

𝜔𝑛−1

∫︁
𝕊𝑛−1

𝑒−𝑖𝜆(|𝑥|𝜂, 𝜉)𝑑𝜔(𝜂), (14)

where 𝑑𝜔 is the surface measure on 𝕊𝑛−1 and

𝜔𝑛−1 =

∫︁
𝕊𝑛−1

𝑑𝜔(𝜂) = 𝑛𝜋
𝑛
2 /Γ

(︁
1 +

𝑛

2

)︁
.

By (14) and [13, Introduction, Sect. 3.2, Lemma 3.6] we have:∫︁
𝑆𝑂(𝑛)

𝑤𝜉(−𝜏𝑥)𝑑𝜏 = 2
𝑛
2
−1Γ
(︁𝑛
2

)︁𝐽𝑛
2
−1(𝜆|𝑥|)

(𝜆|𝑥|)𝑛
2
−1

.

Using now equalities (9), (8) and (3), we arrive at the relation (10). □
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Corollary 5. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛), 𝜆 ∈ 𝒵(̃︀𝑇 ), and let 𝜉 ∈ 𝑆. Then the

function 𝑤𝜉 given by the equality (11) belongs to the class 𝐸𝑇 (ℝ𝑛).

Proof. For every 𝑦 ∈ ℝ𝑛, we have

(𝑤𝜉 * 𝑇 )(𝑦) = ⟨𝑇,𝑤𝜉(−𝑥)⟩𝑤𝜉(𝑦) (15)

However, according to (10),

⟨𝑇,𝑤𝜉(−𝑥)⟩ = ̂︀𝑇 (𝜆𝜉) = ̃︀𝑇 (𝜆) = 0.

Hence, by (15) the required assertion follows. □

Lemma 2. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛). Then the following statements are equiva-

lent:

(i) supp𝑇 = {0};
(ii) ̃︀𝑇 (𝑧) = 𝑝(−𝑧2) for some nonzero polynomial 𝑝;
(iii) 𝑇 = 𝑝(Δ)𝛿0;
(iv) the set 𝒵(̃︀𝑇 ) is finite or empty.

Proof. (i)→(ii). It follows from the condition supp𝑇 = {0}, Lemma 1,
and the Paley-Wiener-Schwartz theorem (see [15, Theorem 7.3.1]) that
there exists 𝑁 > 0, such that

|̃︀𝑇 (𝑧)| ⩽ (2 + |𝑧|)𝑁 , 𝑧 ∈ ℂ.

Then, by Liouville’s theorem, the function ̃︀𝑇 is an even polynomial in the
variable 𝑧. This means that (ii) is satisfied.

(ii)→(iii). Since
𝑝(Δ)𝛿0(𝑧) = 𝑝(−𝑧2),

the spherical transform of the distribution 𝑇 − 𝑝(Δ)𝛿0 is equal to zero
identically. Hence, from (10) we obtain that 𝑇 = 𝑝(Δ)𝛿0.

Implications (iii)→(i) and (ii)→(iv) are obvious. Therefore, to com-
plete the proof of the lemma, it suffices to prove the implication (iv)→(ii).
Since 𝑇 ∈ ℰ ′

♮(ℝ𝑛), it follows from the equality (10) and the Paley-Wiener-
Schwartz theorem (see [15, Theorem 7.3.1]) that the function ̃︀𝑇 is an entire
function of exponential type. Hence, if the set 𝒵(𝑇 ) is finite or empty,
then, from the Hadamard factorization theorem for entire functions, we
have the equality ̃︀𝑇 (𝑧) = 𝑒𝑐𝑧𝑞(𝑧), 𝑧 ∈ ℂ, (16)
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where 𝑐 ∈ ℂ and 𝑞 is some non-zero polynomial. Considering that the
function ̃︀𝑇 is even, from (16) we find

𝑒2𝑐𝑧𝑞(𝑧) = 𝑞(−𝑧), 𝑧 ∈ ℂ.

Consequently, 𝑐 = 0 and the polynomial 𝑞 is even. Thus, 𝑞(𝑧) = 𝑝(−𝑧2)
for some nonzero polynomial 𝑝, and Lemma 2 is completely proved. □

From Lemma 2 and Corollary 5, we obtain the following assertions:

Corollary 6. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛). Then 𝒵(̃︀𝑇 ) = ∅ if and only if 𝑇 = 𝑐𝛿0

for some nonzero constant 𝑐 ∈ ℂ.

Corollary 7. Let 𝑇 ∈ ℰ ′
♮(ℝ𝑛). Then, in order for equation (1) to have

a nonzero solution, it is necessary and sufficient that 𝒵(̃︀𝑇 ) ̸= ∅.

Lemma 3. Let 𝜈∈ℤ+. Then there are numbers 𝛾𝑗, 𝜈∈ℤ+, 𝑗∈{0, . . . , 𝜈},
such that 𝛾𝜈, 𝜈 = 1 and(︁ 𝑑

𝑑𝑡

)︁𝜈
((𝑒𝑡)) =

𝜈∑︁
𝑗=0

𝛾𝑗, 𝜈 
(𝑗)(𝑒𝑡)𝑒𝑗𝑡, 𝑡 ∈ ℝ (17)

for any function  ∈ 𝐶𝜈((0,+∞)).

The proof of Lemma 3 is easily obtained by induction on 𝑚.

Lemma 4. Let 𝑚,𝜆 ∈ ℤ+, and let

𝑔(𝑧) =
Γ(𝑚+ 𝜆+ 2)

Γ(𝑚+ 1)Γ(𝜆+ 1)

𝑧∫︁
0

(1− 𝜁)𝑚𝜁𝜆𝑑𝜁, 𝑧 ∈ ℂ. (18)

Then
𝑔(1) = 1, 𝑔(𝑠)(1) = 0 for 1 ⩽ 𝑠 ⩽ 𝑚, (19)

and
|𝑔(𝑧)| ⩽ (𝑚+ 𝜆+ 1)2𝑚+𝜆(1 + |𝑧|)𝑚|𝑧|𝜆+1, 𝑧 ∈ ℂ. (20)

Proof. The equalities (19) are obvious. Next,

Γ(𝑚+ 𝜆+ 2)

Γ(𝑚+ 1)Γ(𝜆+ 1)
⩽ (𝑚+ 𝜆+ 1)

𝑚+𝜆∑︁
𝑗=0

(︂
𝑚+ 𝜆

𝑗

)︂
⩽ (𝑚+ 𝜆+ 1)2𝑚+𝜆.

Estimate (20) now follows from (18). □
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4. Proof of Theorem 1 and its corollaries. Let 𝑘∈ℤ+, 𝑓 ∈𝐶𝑘(ℝ),
and assume that for any 𝜈 ∈ {0, . . . , 𝑘} there exists a finite limit (4). We
put

𝑔(𝑡) = 𝑓(ln 𝑡) for 𝑡 > 0. (21)

It follows from the existence of limits (4) that the function 𝑔 can be ex-
tended to the whole real line up to a function of the class 𝐶𝑘(ℝ). Consider
one of these extensions, for which we retain the notation 𝑔. Let 𝜀(𝑡) be an
arbitrary error function. Denote

𝑀 = max
0⩽𝜈⩽𝑘

𝜈∑︁
𝑗=0

𝛾𝑗, 𝜈 , (22)

where the numbers 𝛾𝑗, 𝜈 ∈ ℕ are determined by the equality (17) in
Lemma 3. Let also

𝜙(𝑡) =

{︃
1, if 𝑡 < 1,

𝑡𝑘, if 𝑡 ⩾ 1.

Then there exists an entire function 𝑢 : ℂ → ℂ, such that⃒⃒
𝑔(𝜈)(𝑡)− 𝑢(𝜈)(𝑡)

⃒⃒
<

𝜀(𝑡)

𝑀𝜙(𝑡)
, 𝑡 ∈ ℝ, 𝜈 ∈ {0, . . . , 𝑘}. (23)

(see [10, Chap. 4, Remark to Sect. 3]). For 𝜈 = 0, from here and from (21),
we have ⃒⃒

𝑓(𝑡)− 𝑢(𝑒𝑡)
⃒⃒
=
⃒⃒
𝑔(𝑒𝑡)− 𝑢(𝑒𝑡)

⃒⃒
< 𝜀(𝑒𝑡), 𝑡 ∈ ℝ. (24)

If 𝑘 > 0, then for any 𝜈 ∈ {0, . . . , 𝑘} we get⃒⃒⃒⃒ 𝜈∑︁
𝑗=0

𝛾𝑗, 𝜈 𝑔
(𝑗)(𝑒𝑡)𝑒𝑗𝑡 −

𝜈∑︁
𝑗=0

𝛾𝑗, 𝜈 𝑢
(𝑗)(𝑒𝑡)𝑒𝑗𝑡

⃒⃒⃒⃒
⩽

⩽
𝜈∑︁
𝑗=0

𝛾𝑗, 𝜈 𝑒
𝑗𝑡
⃒⃒
𝑔(𝑗)(𝑒𝑡)− 𝑢(𝑗)(𝑒𝑡)

⃒⃒
, 𝑡 ∈ ℝ.

Taking into account (21), (22), and (23), from this estimate and Lemma 3
we find⃒⃒⃒
𝑓 (𝜈)(𝑡)−

(︁ 𝑑
𝑑𝑡

)︁𝜈 (︀
𝑢(𝑒𝑡)

)︀ ⃒⃒⃒
=
⃒⃒⃒(︁ 𝑑
𝑑𝑡

)︁𝜈 (︀
𝑔(𝑒𝑡)

)︀
−
(︁ 𝑑
𝑑𝑡

)︁𝜈 (︀
𝑢(𝑒𝑡)

)︀ ⃒⃒⃒
⩽

⩽ 𝜙(𝑒𝑡)
𝜈∑︁
𝑗=0

𝛾𝑗, 𝜈
⃒⃒
𝑔(𝑗)(𝑒𝑡)− 𝑢(𝑗)(𝑒𝑡)

⃒⃒
< 𝜀(𝑒𝑡) (25)
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for any 𝑡 ∈ ℝ. To go further, let the Taylor expansion of the function 𝑢
have the form

𝑢(𝑧) =
∞∑︁
𝑝=0

𝑐𝑝𝑧
𝑝, 𝑧 ∈ ℂ. (26)

Then
∞∑︁
𝑝=0

|𝑐𝑝|𝑅𝑝 < +∞ (27)

for any 𝑅 > 0.
Suppose first that the set 𝒵(̃︀𝑇 ) contains a point 𝜆 ̸= 0. For any 𝑝 ∈ ℤ+,

we define a function

Φ𝑝(𝑧) = 𝑒𝑖𝜆(𝑧, 𝜉), 𝑧 ∈ ℂ𝑛,

where 𝜉 = (𝜉1, . . . , 𝜉𝑛) ∈ 𝑆 and 𝜉1 = −𝑖𝑝/𝜆. Let also

Φ(𝑧) =
∞∑︁
𝑝=0

𝑐𝑝Φ𝑝(𝑧), 𝑧 ∈ ℂ𝑛. (28)

Condition (27) implies that the series on the right-hand side of equal-
ity (28) converges locally uniformly in ℂ𝑛 and the function Φ is entire. In
addition, this series converges in 𝒟′(ℝ𝑛). Hence, from Corollary 5 and the
continuity of the convolution operator in 𝒟′(ℝ𝑛), we have

Φ * 𝑇 =
∞∑︁
𝑝=0

𝑐𝑝Φ𝑝 * 𝑇 = 0.

Thus, Φ ∈ 𝐸𝑇 (ℝ𝑛).
From (28) and (26), we have the equality

Φ(𝑡, 0, . . . , 0) = 𝑢(𝑒𝑡), 𝑡 ∈ ℝ.

Taking into account estimates (24) and (25), we obtain that the function
Φ satisfies all the requirements of the theorem.

It remains to consider the case when 𝒵(̃︀𝑇 ) = {0}. In this case, it
follows from Lemma 2 that

𝑇 = 𝑐Δ𝑚𝛿0
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for some constant 𝑐 ∈ ℂ and some 𝑚 ∈ ℕ. Then, for any entire function
𝑔 : ℂ → ℂ, the function

𝐺(𝑥) = 𝑔(𝑥1 + 𝑖𝑥2), 𝑥 ∈ ℝ𝑛

belongs to the class 𝐸𝑇 (ℝ𝑛) and

𝐺(𝑡, 0, . . . , 0) = 𝑔(𝑡), 𝑡 ∈ ℝ.

Therefore, the assertion of Theorem 1 in this case follows from Carleman’s
theorem. □

Let us proceed to the proof of Corollaries 1–3 of Theorem 1. Let
𝑎 ∈ ℝ, and let 𝑓 ∈ 𝐶𝑘([𝑎, + ∞)) for some 𝑘 ∈ ℤ+. According to the
Hermite interpolation formula (see, for example, [12, Chap. 1, Sect. 4,
Subsect. 3]) there exists a polynomial 𝑃 that satisfies the conditions

𝑃 (𝜈)(𝑎− 1) = 0, 𝑃 (𝜈)(𝑎) = 𝑓 (𝜈)(𝑎)

for all 𝜈 ∈ {0, . . . , 𝑘}. Then the function

𝐹 (𝑡) =

⎧⎪⎨⎪⎩
0, if 𝑡 < 𝑎− 1;

𝑃 (𝑡), if 𝑡 ∈ [𝑎− 1,𝑎];

𝑓(𝑡), if 𝑡 > 𝑎

belongs to the class 𝐶𝑘(ℝ) and satisfies condition (5). Applying Theorem 1
to this function, we obtain Corollary 1. Since 𝑎 ∈ ℝ is arbitrary, we also
have Corollary 2.

Next, let 𝜀 be some error function and a function 𝑓 ∈ 𝐶(ℝ) satisfy
condition (3) for 𝜈 = 0. Let also

𝑓(𝑡) > |𝜓(𝑡)|+ 𝜀(𝑒𝑡) for 𝑡 > 0. (29)

Applying Theorem 1 to 𝑓 for 𝑘 = 0, from inequalities (29) and (5) we
obtain (6). This proves Corollary 3.

5. Proof of Theorem 2. Without loss of generality, we can as-
sume that {𝑡𝑘}∞𝑘=1 is a strictly increasing unbounded sequence of positive
numbers. We put

𝜏𝑘 = exp 𝑡𝑘, 𝑘 ∈ ℕ;

then
lim
𝑘→∞

𝜏𝑘 = +∞. (30)
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For a given 𝑚 ∈ ℤ+, consider an arbitrary set

𝐴𝑚 = {(𝜁0, 𝑘, . . . , 𝜁𝑚, 𝑘) ∈ ℂ𝑚+1, 𝑘 ∈ ℕ},

that is dense in ℂ𝑚+1. It suffices to prove that there exists a function
Φ ∈ 𝐸𝑇 (ℝ𝑛), such that(︂

𝜕

𝜕𝑥1

)︂𝜈
Φ(𝑡𝑘, 0, . . . , 0) = 𝜁𝜈, 𝑘, 𝑘 ∈ ℕ, 𝜈 ∈ {0, . . . ,𝑚}. (31)

By virtue of the classical Hadamard theorem, there exists an entire func-
tion 𝐻 : ℂ → ℂ, such that{︃

𝐻(𝑗)(𝜏𝑘) = 0 for 𝑗 ∈ {0, . . . ,𝑚}, 𝑘 ∈ ℕ,
𝐻(𝑗)(𝜏𝑘) ̸= 0 for 𝑗 = 𝑚+ 1, 𝑘 ∈ ℕ.

(32)

Consider the functions

𝐻𝑘, 𝑙(𝑧) =
𝐻(𝑧)

(𝑧 − 𝜏𝑘)𝑙
, 𝑘 ∈ ℕ, 𝑙 ∈ {1, . . . ,𝑚+ 1}. (33)

Condition (32) implies that the functions 𝐻𝑘, 𝑙 are entire and{︃
𝐻

(𝑗)
𝑘, 𝑙(𝜏𝑘) = 0, if 0 ⩽ 𝑗 ⩽ 𝑚− 𝑙,

𝐻
(𝑗)
𝑘, 𝑙(𝜏𝑘) ̸= 0, if 𝑗 = 𝑚− 𝑙 + 1.

(34)

Let 𝛾𝑗, 𝜈 be the numbers defined in Lemma 3. Then for any 𝑘 ∈ ℕ, there
are constants 𝛼𝑘, 𝑗 ∈ ℂ, 𝑗 ∈ {0, . . . ,𝑚} that satisfy the condition

𝜈∑︁
𝑗=0

𝛾𝑗, 𝜈𝜏
𝑗
𝑘𝛼𝑘, 𝑗 = 𝜁𝜈, 𝑘, 𝜈 = 0, . . . ,𝑚. (35)

Next, from (34) it is clear that there are numbers 𝛽𝑘, 𝑙∈ℂ, 𝑙∈{1, . . . ,𝑚+ 1},
such that the functions

𝐻𝑘(𝑧) =
𝑚+1∑︁
𝑙=1

𝛽𝑘, 𝑙𝐻𝑘, 𝑙(𝑧) (36)

satisfy the conditions

𝐻
(𝑗)
𝑘 (𝜏𝑘) = 𝛼𝑘, 𝑗, 𝑗 ∈ {0, . . . ,𝑚}. (37)
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Relations (32), (33) and (36) also imply that

𝐻
(𝑗)
𝑘 (𝜏𝑝) = 0, if 𝑝 ∈ ℕ, 𝑝 ̸= 𝑘, 𝑗 ∈ {0, . . . ,𝑚}. (38)

Next, let
𝑀𝑘 = max

|𝑧|⩽𝜏𝑘/4
|𝐻𝑘(𝑧)|,

𝜆𝑘 ∈ ℕ and 𝜆𝑘 > 2𝑚+ 𝑘 +𝑀𝑘 (39)

for all 𝑘 ∈ ℕ. Consider the function

𝑤(𝑧) =
∞∑︁
𝑘=1

𝑔𝑘

(︂
𝑧

𝜏𝑘

)︂
𝐻𝑘(𝑧), 𝑧 ∈ ℂ, (40)

where

𝑔𝑘(𝑧) =
Γ(𝑚+ 𝜆𝑘 + 2)

Γ(𝑚+ 1)Γ(𝜆𝑘 + 1)

𝑧∫︁
0

(1− 𝜁)𝑚𝜁𝜆𝑘𝑑𝜁, 𝑧 ∈ ℂ.

Let us show that the series on the right-hand side of equality (40) converges
locally uniformly in ℂ. Let 𝑅 > 0, |𝑧| ⩽ 𝑅 and 𝑘 be chosen so large that
𝜏𝑘 > 4𝑅 (see (30)). Then

|𝐻𝑘(𝑧)| ⩽ max
|𝑧|⩽𝑅

|𝐻𝑘(𝑧)| ⩽ max
|𝑧|⩽𝜏𝑘/4

|𝐻𝑘(𝑧)| =𝑀𝑘.

Hence, according to Lemma 4, we have⃒⃒⃒
𝑔𝑘

(︁ 𝑧
𝜏𝑘

)︁
𝐻𝑘(𝑧)

⃒⃒⃒
⩽ (𝑚+ 𝜆𝑘 + 1)2𝑚+𝜆𝑘

(︂
𝑅

𝜏𝑘

)︂𝜆𝑘+1(︂
1 +

𝑅

𝜏𝑘

)︂𝑚
𝑀𝑘.

Since
𝑅

𝜏𝑘
⩽

1

4
, 𝑚 <

𝜆𝑘
2

and 𝑀𝑘 < 𝜆𝑘

(see (39)), we arrive at the inequality⃒⃒⃒
𝑔𝑘

(︁ 𝑧
𝜏𝑘

)︁
𝐻𝑘(𝑧)

⃒⃒⃒
⩽

(︂
3𝜆𝑘
2

+ 1

)︂
𝜆𝑘

(︂
5

8

)︂𝜆𝑘/2
.

Bearing in mind that 𝜆𝑘 > 𝑘 (see (39)), we get from here that the series
in (40) converges uniformly in the circle |𝑧| ⩽ 𝑅. Because of the arbitrari-
ness of 𝑅 > 0, this means that this series converges locally uniformly in
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ℂ and the function 𝑤 is entire. Moreover, relations (37), (38) and (19)
imply that

𝑤(𝑗)(𝜏𝑘) = 𝛼𝑘, 𝑗, 𝑘 ∈ ℕ, 𝑗 ∈ {0, . . . ,𝑚}.

Hence, from Lemma 3 and equality (35) we conclude that(︁ 𝑑
𝑑𝑡

)︁𝜈
(𝑤(𝑒𝑡))

⃒⃒⃒⃒
𝑡=𝑡𝑘

= 𝜁𝑘, 𝜈 (41)

for all 𝑘 ∈ ℕ, 𝜈 ∈ {0, . . . ,𝑚}. Now repeating the arguments from the
proof of Theorem 1 for the function 𝑤 instead of 𝑢, we infer that there
exists a function Φ ∈ 𝐸𝑇 (ℝ𝑛) satisfying the condition

Φ(𝑡, 0, . . . , 0) = 𝑤(𝑒𝑡), 𝑡 ∈ ℝ.

From here and from (41) follows equality (31). Thus, Theorem 2 is com-
pletely proved. □
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[10] Gaier D. Vorlesungen über Approximation im Komplexen. Basel:
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DOI: https://doi.org/10.1007/978-3-0348-0572-8

[30] Zalcman L. A bibliographic survey of the Pompeiu problem. Approximation
by Solutions of Partial Differential Equations, 1992, pp. 185 – 194.
DOI: https://doi.org/10.1007/978-94-011-2436-2-17

[31] Zalcman L. Supplementary bibliography to "A bibliographic survey of the
Pompeiu problem". Contemp. Math., 2001, vol. 278, pp. 69 – 74.
DOI: https://doi.org/10.1090/conm/278

Received February 23, 2022.
In revised form, July 19, 2022.
Accepted July 20, 2022.
Published online August 30, 2022.

Valeriy V. Volchkov
Donetsk National University
24 Universitetskaya str., Donetsk 283001
E-mail: valeriyvolchkov@gmail.com

Vitaliy V. Volchkov
Donetsk National University
24 Universitetskaya str., Donetsk 283001
E-mail: volna936@gmail.com

https://doi.org/10.1007/978-94-010-0023-9
https://doi.org/10.1007/978-1-84882-533-8
https://doi.org/10.1007/978-3-0348-0572-8
https://doi.org/10.1007/978-94-011-2436-2-17
https://doi.org/10.1090/conm/278

