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## RECOVERING THE LAPLACIAN FROM CENTERED MEANS ON BALLS AND SPHERES OF FIXED RADIUS


#### Abstract

Various issues related to restrictions on radii in meanvalue formulas are well-known in the theory of harmonic functions. In particular, using the Brown-Schreiber-Taylor theorem on spectral synthesis for motion-invariant subspaces in $C\left(\mathbb{R}^{n}\right)$, one can obtain the following strengthening of the classical mean-value theorem for harmonic functions: if a continuous function on $\mathbb{R}^{n}$ satisfies the mean-value equations for all balls and spheres of a fixed radius $r$, then it is harmonic on $\mathbb{R}^{n}$. In connection with this result, the following problem arises: recover the Laplacian from the deviation of a function from its average values on balls and spheres of a fixed radius. The aim of this work is to solve this problem. The article uses methods of harmonic analysis, as well as the theory of entire and special functions. The key step in the proof of the main result is expansion of the Dirac delta function in terms of a system of radial distributions supported in a fixed ball, biorthogonal to some system of spherical functions. A similar approach can be used to invert a number of convolution operators with compactly supported radial distributions.
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1. Introduction. Let $n \geqslant 2$ be a fixed natural number, $f$ be a continuous function on the Euclidean space $\mathbb{R}^{n}, S_{r}(x)$ be a sphere in $\mathbb{R}^{n}$ with center $x$ and radius $r$, and $d \sigma$ be an area element on $S_{r}(x)$. The difference

$$
\left(\Omega_{r} f\right)(x):=\frac{\Gamma(n / 2)}{2 \pi^{n / 2} r^{n-1}} \int_{S_{r}(x)} f(y) d \sigma(y)-f(x)
$$
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is called the centered mean of the function $f$ on the sphere $S_{r}(x)$. The Laplace operator of a function $f \in C^{2}\left(\mathbb{R}^{n}\right)$ satisfies the Blaschke equality

$$
\begin{equation*}
\Delta f(x)=\lim _{r \rightarrow 0} \frac{2 n}{r^{2}}\left(\Omega_{r} f\right)(x) \tag{1}
\end{equation*}
$$

(see, for example, [4], [18, Chap. 2, Sect. 4]). Similarly, if $\left(V_{r} f\right)(x)$ is the centered mean of a function $f$ on the ball $B_{r}(x)=\left\{y \in \mathbb{R}^{n}:|y-x|<r\right\}$, i.e.,

$$
\left(V_{r} f\right)(x)=\frac{\Gamma((n+2) / 2)}{\pi^{n / 2} r^{n}} \int_{B_{r}(x)} f(y) d y-f(x)
$$

then the Privalov formula [17]

$$
\begin{equation*}
\Delta f(x)=\lim _{r \rightarrow 0} \frac{2 n+4}{r^{2}}\left(V_{r} f\right)(x), \quad f \in C^{2}\left(\mathbb{R}^{n}\right) \tag{2}
\end{equation*}
$$

is valid. Note that for a real analytic function $f$ on $\mathbb{R}^{n}, x \in \mathbb{R}^{n}$ and all sufficiently small $r>0$, the following more general expansions, due to Pizzetti [15], Nicolesco [14] and Poritsky [16] hold:

$$
\begin{gathered}
\int_{S_{r}(x)} f(y) d \sigma(y)=2 \pi^{n / 2} r^{n-1} \sum_{k=0}^{\infty} \frac{\left(\Delta^{k} f\right)(x)}{k!\Gamma\left(k+\frac{n}{2}\right)}\left(\frac{r}{2}\right)^{2 k}, \\
\int_{B_{r}(x)} f(y) d y=\pi^{n / 2} r^{n} \sum_{k=0}^{\infty} \frac{\left(\Delta^{k} f\right)(x)}{k!\Gamma\left(k+1+\frac{n}{2}\right)}\left(\frac{r}{2}\right)^{2 k}
\end{gathered}
$$

Formula (1) (respectively, (2)) allows one to reconstruct $\Delta f$ using an infinite number of functions $\Omega_{r} f$ (respectively, $V_{r} f$ ). For a fixed $r>0$, the kernel of the operator $f \rightarrow\left(\Omega_{r} f, V_{r} f\right)$ is invariant under translations and rotations of the space $\mathbb{R}^{n}$. Such invariant subspaces in $C\left(\mathbb{R}^{n}\right)$ can be characterized by the following Brown-Schreiber-Taylor theorem [5] on spectral synthesis:
Theorem 1. Every closed translation-invariant rotation-invariant subspace $E$ in $C\left(\mathbb{R}^{n}\right)$ is spanned by the polynomial-exponential functions it contains, i.e., functions from $E$ of the form

$$
f(x)=p(x) e^{i\left(x_{1} \zeta_{1}+\ldots+x_{n} \zeta_{n}\right)}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
$$

where $p$ is a polynomial and $\zeta_{j} \in \mathbb{C}, 1 \leqslant j \leqslant n$.

Using Theorem 1, one can obtain the following strengthening of the classical mean-value theorem for harmonic functions (see the proof of Theorem 4.6 in [5] and also [19] for a generalization of the statement).

Theorem 2. Let $r$ be a fixed positive number, $f \in C\left(\mathbb{R}^{n}\right)$, and assume that

$$
\left(\Omega_{r} f\right)(x)=\left(V_{r} f\right)(x)=0 \quad \text { for all } \quad x \in \mathbb{R}^{n} .
$$

Then the function $f$ is harmonic in $\mathbb{R}^{n}$.
In connection with Theorem 2, the problem of finding $\Delta f$ from only two functions $\Omega_{r} f$ and $V_{r} f$ arises. The purpose of this article is to solve this problem. It is closely related to the inversion problems of the classical Pompeiu transform (see [2, Sect. 3]). For example, in [11] a formula was found for reconstructing a function $f \in C^{1}\left(\mathbb{R}^{n}\right)$ from the spherical means

$$
\int_{S_{r}(x)} f(y) d \sigma(y), \quad \int_{S_{r}(x)} \frac{\partial f}{\partial \mathbf{n}}(y) d \sigma(y)
$$

where $\frac{\partial}{\partial \mathbf{n}}$ means differentiation along the outward normal to $S_{r}(x)$. In [1], the well-known Zalcman problem [26, Sect. 8] about the inversion of the operator

$$
f \rightarrow\left(\int_{S_{r_{1}}(x)} f d \sigma, \int_{S_{r_{2}}(x)} f d \sigma\right), \quad f \in C\left(\mathbb{R}^{n}\right)
$$

under natural conditions on $r_{1} / r_{2}$ was studied (see also [3], [22], where the case of rank-one Riemannian symmetric spaces of noncompact type was considered). In paper [23], the problem of finding a function $f \in C\left(\mathbb{R}^{n}\right)$ by its known integrals

$$
\int_{S_{r}(x)} f(y) d \sigma(y), \quad \int_{B_{r}(x)} f(y) d y
$$

is solved, and an answer is given to a similar question for two-point homogeneous spaces. All of these problems can be interpreted in terms of the general deconvolution problem, which has attracted attention of many authors (see [6], [25] and references therein). We also note that various questions related to restrictions on radii in mean-value formulas are wellknown in the theory of harmonic functions (see [8], [12], [13, Sect. 3]).

The formulation of the main result and its discussion is given in Sect. 2 (see Theorem 3 below). Section 3 contains the necessary auxiliary statements. The proof of Theorem 3 is obtained in Sect. 4. Our constructions are based on the development of the ideas proposed in [21], [25]. For other methods and results related to recovering from spherical means, see [1], [11], [24, Part 2, Chap. 3] and the bibliography there.
2. Statement of the main result. In the sequel, as usual, $\mathbb{C}^{n}$ is a $n$-dimensional complex space with a Hermitian scalar product

$$
(\zeta, \varsigma)=\sum_{j=1}^{n} \zeta_{j} \bar{\varsigma}_{j}, \quad \zeta=\left(\zeta_{1}, \ldots, \zeta_{n}\right), \quad \varsigma=\left(\varsigma_{1}, \ldots, \varsigma_{n}\right),
$$

$\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ are the spaces of distributions and compactly supported distributions on $\mathbb{R}^{n}$, respectively.

The Fourier-Laplace transform of a distribution $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ is the entire function

$$
\widehat{T}(\zeta)=\left\langle T(x), e^{-i(\zeta, x)}\right\rangle, \quad \zeta \in \mathbb{C}^{n}
$$

In this case, $\hat{T}$ grows on $\mathbb{R}^{n}$ not faster than a polynomial and

$$
\begin{equation*}
\langle\widehat{T}, \psi\rangle=\langle T, \widehat{\psi}\rangle, \quad \psi \in \mathcal{S}\left(\mathbb{R}^{n}\right), \tag{3}
\end{equation*}
$$

where $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is the Schwartz space of rapidly decreasing functions from $C^{\infty}\left(\mathbb{R}^{n}\right)$ (see [10, Chap. 7]).

If $T_{1}, T_{2} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ and at least one of these distributions has compact support, then their convolution $T_{1} * T_{2}$ is a distribution in $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$, acting according to the rule

$$
\begin{equation*}
\left\langle T_{1} * T_{2}, \varphi\right\rangle=\left\langle T_{2}(y),\left\langle T_{1}(x), \varphi(x+y)\right\rangle\right\rangle, \quad \varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right), \tag{4}
\end{equation*}
$$

where $\mathcal{D}\left(\mathbb{R}^{n}\right)$ is the space of finite infinitely differentiable functions on $\mathbb{R}^{n}$. For $T_{1}, T_{2} \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$, the Borel formula

$$
\begin{equation*}
\widehat{T_{1} * T_{2}}=\widehat{T}_{1} \widehat{T_{2}} \tag{5}
\end{equation*}
$$

is valid.
Let $\mathcal{E}_{\natural}^{\prime}\left(\mathbb{R}^{n}\right)$ be the space of radial (invariant under rotations of the space $\mathbb{R}^{n}$ ) distributions in $\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right), n \geqslant 2$. The simplest example of a distribution in the class $\mathcal{E}_{\mathfrak{b}}^{\prime}\left(\mathbb{R}^{n}\right)$ is the Dirac delta function $\delta$ with support at the zero. We put

$$
\mathbf{I}_{\nu}(z)=\frac{J_{\nu}(z)}{z^{\nu}}, \quad \nu \in \mathbb{C}
$$

where $J_{\nu}$ is the Bessel function of the first kind of order $\nu$. The spherical transform $\widetilde{T}$ of a distribution $T \in \mathcal{E}_{\natural}^{\prime}\left(\mathbb{R}^{n}\right)$ is defined by

$$
\widetilde{T}(z)=\left\langle T, \varphi_{z}\right\rangle, \quad z \in \mathbb{C}
$$

where $\varphi_{z}$ is a spherical function on $\mathbb{R}^{n}$, i.e.,

$$
\varphi_{z}(x)=2^{\frac{n}{2}-1} \Gamma\left(\frac{n}{2}\right) \mathbf{I}_{\frac{n}{2}-1}(z|x|), \quad x \in \mathbb{R}^{n}
$$

(see [9, Chap. 4]). The function $\varphi_{z}$ is uniquely determined by the following conditions:

1) $\varphi_{z}$ is radial and $\varphi_{z}(0)=1$;
2) $\varphi_{z}$ satisfies the Helmholtz differential equation

$$
\begin{equation*}
\Delta\left(\varphi_{z}\right)+z^{2} \varphi_{z}=0 \tag{6}
\end{equation*}
$$

Note that $\widetilde{T}$ is an even entire function of exponential type and the Fourier transform $\hat{T}$ is expressed in terms of $\widetilde{T}$ by

$$
\begin{equation*}
\widehat{T}(\zeta)=\widetilde{T}\left(\sqrt{\zeta_{1}^{2}+\ldots+\zeta_{n}^{2}}\right), \quad \zeta \in \mathbb{C}^{n} \tag{7}
\end{equation*}
$$

The set of all zeros of the function $\widetilde{T}$ that lie in the half-plane $\operatorname{Re} z \geqslant 0$ and do not belong to the negative part of the imaginary axis are denoted by $\mathcal{Z}_{+}(\widetilde{T})$, i.e.,

$$
\begin{equation*}
\mathcal{Z}_{+}(\widetilde{T})=\{z \in \mathbb{C}: \widetilde{T}(z)=0, \operatorname{Re} z \geqslant 0, i z \notin(0,+\infty)\} \tag{8}
\end{equation*}
$$

Let $\chi_{r}$ be the indicator of the ball $B_{r}=\left\{x \in \mathbb{R}^{n}:|x|<r\right\}, \sigma_{r}$ be the surface delta function concentrated on the sphere $|x|=r$, i.e.,

$$
\left\langle\sigma_{r}, \varphi\right\rangle=\int_{S_{r}} \varphi(x) d \sigma(x), \quad \varphi \in C\left(\mathbb{R}^{n}\right)
$$

Set

$$
\begin{gathered}
X_{r}(x)=\frac{1}{2 \pi}\left(\ln \frac{r}{|x|}\right) \chi_{r}(x), Y_{r}(x)=X_{r}(x)+\frac{1}{4 \pi r^{2}}\left(|x|^{2}-r^{2}\right) \chi_{r}(x), \quad \text { if } n=2, \\
X_{r}(x)=\frac{\Gamma(n / 2)}{2(n-2) \pi^{n / 2}}\left(\frac{1}{|x|^{n-2}}-\frac{1}{r^{n-2}}\right) \chi_{r}(x),
\end{gathered}
$$

$$
Y_{r}(x)=X_{r}(x)+\frac{\Gamma(n / 2)}{4 \pi^{n / 2} r^{n}}\left(|x|^{2}-r^{2}\right) \chi_{r}(x),
$$

if $n \geqslant 3$,

$$
\mathcal{A}_{r}=\delta-\frac{\Gamma(n / 2)}{2 \pi^{n / 2} r^{n-1}} \sigma_{r}, \quad \mathcal{T}_{r}=\delta-\frac{\Gamma((n+2) / 2)}{\pi^{n / 2} r^{n}} \chi_{r}
$$

For these distributions, we have (see [24, Part 2, Ch. 3, formula (3.90)] and equalities (17), (41), (42) below):

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{r}(z)=\vartheta_{n-2}(r z), \tilde{X}_{r}(z)=\frac{\vartheta_{n-2}(r z)}{z^{2}}, \widetilde{\mathcal{T}}_{r}(z)=\vartheta_{n}(r z), \widetilde{Y}_{r}(z)=\frac{\vartheta_{n}(r z)}{z^{2}} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\vartheta_{n}(z)=1-2^{\frac{n}{2}} \Gamma\left(\frac{n+2}{2}\right) \mathbf{I}_{\frac{n}{2}}(z) . \tag{10}
\end{equation*}
$$

We need some results about the zeros of $\vartheta_{n}(z)$ obtained in [20]. It follows from the general facts of the theory of entire functions that $\vartheta_{n}(z)$ has infinitely many zeros. In this case, all zeros except $z=0$ are simple, and $z=0$ is a zero of multiplicity 2 . Note also that $\vartheta_{n}(z)$ has no real and purely imaginary zeros except $z=0$. We denote by $\Upsilon_{n}=\left\{z_{n, 1}, z_{n, 2}, \ldots\right\}$ the sequence of all zeros of the function $\vartheta_{n}(z)$ in the half-plane $\operatorname{Re} z>0$, numbered in ascending order of the module (if the modules are equal, then the numbering is arbitrary). The asymptotic equalities

$$
\begin{array}{r}
\left|J_{n / 2+1}\left(z_{n, k}\right)\right|=\frac{\left|z_{n, k} / 2\right|^{n / 2}}{\pi \Gamma((n+2) / 2)}+O\left(\left|z_{n, k}\right|^{n / 2-1}\right), \quad k \rightarrow \infty, \\
\sqrt{\pi}\left|z_{n, k}\right|^{(n+1) / 2}=2^{(n-1) / 2} \Gamma((n+2) / 2) e^{\left|\operatorname{Im} z_{n, k}\right|}+O\left(\left|z_{n, k}\right|^{(n-1) / 2}\right), \quad k \rightarrow \infty . \tag{12}
\end{array}
$$

are valid. In addition, for any $\varepsilon>0$,

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{1}{\left|z_{n, k}\right|^{1+\varepsilon}}<+\infty \tag{13}
\end{equation*}
$$

Using the above-listed properties of zeros of the function $\vartheta_{n}(z)$ and relation (9), one can obtain the corresponding information about the sets $\mathcal{Z}_{+}\left(\widetilde{X}_{r}\right)$ and $\mathcal{Z}_{+}\left(\widetilde{Y}_{r}\right)$ (see (8)). In particular, all zeros of $\mathcal{Z}_{+}\left(\widetilde{X}_{r}\right)$ and $\mathcal{Z}_{+}\left(\widetilde{Y}_{r}\right)$ are simple,

$$
\begin{equation*}
\mathcal{Z}_{+}\left(\tilde{X}_{r}\right)=\left\{\frac{z_{n-2,1}}{r}, \frac{z_{n-2,2}}{r}, \ldots\right\}, \quad \mathcal{Z}_{+}\left(\tilde{Y}_{r}\right)=\left\{\frac{z_{n, 1}}{r}, \frac{z_{n, 2}}{r}, \ldots\right\} \tag{14}
\end{equation*}
$$

and $\mathcal{Z}_{+}\left(\widetilde{X}_{r}\right) \cap \mathcal{Z}_{+}\left(\widetilde{Y}_{r}\right)=\varnothing$ (see Lemma 3 below).
For $\lambda \in \mathcal{Z}_{+}\left(\widetilde{X}_{r}\right), \mu \in \mathcal{Z}_{+}\left(\tilde{Y}_{r}\right)$, we define the functions

$$
\begin{gathered}
X_{r}^{\lambda}(x)=\frac{\Gamma\left(\frac{n}{2}\right) \chi_{r}(x)}{4 \pi^{\frac{n}{2}-1} \lambda^{4-n}}\left(\mathbf{N}_{\frac{n}{2}-1}(\lambda r) \mathbf{I}_{\frac{n}{2}-1}(\lambda|x|)-\mathbf{I}_{\frac{n}{2}-1}(\lambda r) \mathbf{N}_{\frac{n}{2}-1}(\lambda|x|)\right)-\frac{X_{r}(x)}{\lambda^{2}}, \\
Y_{r}^{\mu}(x)=\frac{n \Gamma\left(\frac{n}{2}\right) \chi_{r}(x)}{4 \pi^{\frac{n}{2}-1} \mu^{4-n}}\left(\mathbf{N}_{\frac{n}{2}}(\mu r) \mathbf{I}_{\frac{n}{2}-1}(\mu|x|)-\mathbf{I}_{\frac{n}{2}}(\mu r) \mathbf{N}_{\frac{n}{2}-1}(\mu|x|)+\right. \\
\left.+\frac{2}{\pi(\mu r)^{n}}\right)-\frac{Y_{r}(x)}{\mu^{2}}
\end{gathered}
$$

where $\mathbf{N}_{\nu}(z)=N_{\nu}(z) / z^{\nu}, N_{\nu}$ is the Bessel function of the second kind of order $\nu$ (the Neumann function).

Let

$$
\begin{gather*}
a(z)=(z+1)(z+4), \quad b(z)=(z-1)(z-4)  \tag{15}\\
\Theta_{1, r}=a(\Delta) X_{r}, \quad \Theta_{2, r}=b(\Delta) Y_{r} \tag{16}
\end{gather*}
$$

Then, by virtue of the formula

$$
\begin{equation*}
\widetilde{p(\Delta) f}(z)=p\left(-z^{2}\right) \tilde{f}(z) \quad(p \quad \text { is an algebraic polynomial }) \tag{17}
\end{equation*}
$$

and the equalities in (9), we obtain

$$
\begin{gather*}
\widetilde{\Theta}_{1, r}(z)=a\left(-z^{2}\right) \frac{\vartheta_{n-2}(r z)}{z^{2}}, \quad \widetilde{\Theta}_{2, r}(z)=b\left(-z^{2}\right) \frac{\vartheta_{n}(r z)}{z^{2}},  \tag{18}\\
\mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right)=\left\{\frac{z_{n-2,1}}{r}, \frac{z_{n-2,2}}{r}, \ldots\right\} \cup\{1,2\}, \\
\mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right)=\left\{\frac{z_{n, 1}}{r}, \frac{z_{n, 2}}{r}, \ldots\right\} \cup\{i, 2 i\}, \tag{19}
\end{gather*}
$$

and all zeros of $\widetilde{\Theta}_{1, r}$ and $\widetilde{\Theta}_{2, r}$ are simple. In addition,

$$
\begin{equation*}
\mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right) \cap \mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right)=\varnothing \tag{20}
\end{equation*}
$$

(see Lemma 3 below).
For $\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right)$ (respectively, $\mu \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right)$ ), we put

$$
\begin{equation*}
\Theta_{1, r}^{\lambda}=a(\Delta) X_{r}^{\lambda} \quad\left(\Theta_{2, r}^{\mu}=b(\Delta) Y_{r}^{\mu}\right) \tag{21}
\end{equation*}
$$

if $\lambda \in \mathcal{Z}_{+}\left(\tilde{X}_{r}\right)\left(\mu \in \mathcal{Z}_{+}\left(\tilde{Y}_{r}\right)\right)$, and

$$
\begin{equation*}
\Theta_{1, r}^{\lambda}=c_{\lambda}(\Delta) X_{r} \quad\left(\Theta_{2, r}^{\mu}=d_{\mu}(\Delta) Y_{r}\right), \tag{22}
\end{equation*}
$$

if $a\left(-\lambda^{2}\right)=0\left(b\left(-\mu^{2}\right)=0\right)$, where

$$
\begin{equation*}
c_{\lambda}(z)=-\frac{a(z)}{z+\lambda^{2}} \quad\left(d_{\mu}(z)=-\frac{b(z)}{z+\mu^{2}}\right) . \tag{23}
\end{equation*}
$$

Our main result is
Theorem 3. Let $f \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right), n \geqslant 2$. Then

$$
\begin{array}{r}
\Delta f=\sum_{\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right)} \sum_{\mu \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right)} \frac{4 \lambda \mu}{\left(\lambda^{2}-\mu^{2}\right) \widetilde{\Theta}_{1, r}^{\prime}(\lambda) \widetilde{\Theta}_{2, r}^{\prime}(\mu)}\left(a(\Delta)\left(f * \mathcal{A}_{r}\right) * \Theta_{2, r}^{\mu}-\right. \\
\left.-b(\Delta)\left(f * \mathcal{T}_{r}\right) * \Theta_{1, r}^{\lambda}\right), \tag{24}
\end{array}
$$

where the series (24) converges unconditionally in the space $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$.
Using the definition of convolution, it is not difficult to obtain the equalities

$$
f * \mathcal{A}_{r}=-\Omega_{r} f, \quad f * \mathcal{T}_{r}=-V_{r} f, \quad f \in C\left(\mathbb{R}^{n}\right)
$$

Thus, Theorem 3 provides a solution to the problem formulated above (see (15), (18), (19), (21)-(23)). The key step in the proof of the main result is the expansion of the Dirac delta function in terms of a system of radial distributions supported in $\bar{B}_{r}$, biorthogonal to some system of spherical functions (see the proof of Lemma 7 in Sect. 3 below). A similar approach can be used to invert a number of convolution operators with radial distributions in $\mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$. Other methods in this direction have been developed in [1], [3], [11], [24, Part 2, Chap. 3]. However, the constructions that arise in this case are more cumbersome and less explicit.
3. Auxiliary assertions. First we prove the following simple statement:

Lemma 1. Let $g: \mathbb{C} \rightarrow \mathbb{C}$ be an even entire function and $g(\lambda)=0$ for some $\lambda \in \mathbb{C}$. Then

$$
\begin{equation*}
\left|\frac{\lambda g(z)}{z^{2}-\lambda^{2}}\right| \leqslant \max _{|\zeta-z| \leqslant 2}|g(\zeta)|, \quad z \in \mathbb{C} \tag{25}
\end{equation*}
$$

where for $z= \pm \lambda$ the left-hand side in (25) is extended by continuity.
Proof. We have

$$
\begin{equation*}
\left|\frac{2 \lambda g(z)}{z^{2}-\lambda^{2}}\right|=\left|\frac{g(z)}{z-\lambda}-\frac{g(z)}{z+\lambda}\right| \leqslant\left|\frac{g(z)}{z-\lambda}\right|+\left|\frac{g(z)}{z+\lambda}\right| . \tag{26}
\end{equation*}
$$

Let us estimate the first term in the right-hand side of (26).
If $|z-\lambda|>1$, then

$$
\begin{equation*}
\left|\frac{g(z)}{z-\lambda}\right| \leqslant|g(z)| \leqslant \max _{|\zeta-z| \leqslant 2}|g(\zeta)| \tag{27}
\end{equation*}
$$

Assume that $|z-\lambda| \leqslant 1$. Then, applying the maximum-modulus principle to the entire function $\frac{g(\zeta)}{\zeta-\lambda}$, we obtain

$$
\left|\frac{g(z)}{z-\lambda}\right| \leqslant \max _{|\zeta-\lambda| \leqslant 1}\left|\frac{g(\zeta)}{\zeta-\lambda}\right|=\max _{|\zeta-\lambda|=1}|g(\zeta)|
$$

Bearing in mind that the circle $|\zeta-\lambda|=1$ is contained in the disc $|\zeta-z| \leqslant$ 2, we arrive at the estimate

$$
\begin{equation*}
\left|\frac{g(z)}{z-\lambda}\right| \leqslant \max _{|\zeta-z| \leqslant 2}|g(\zeta)| \tag{28}
\end{equation*}
$$

which is valid for all $z \in \mathbb{C}($ see $(27))$.
Similarly,

$$
\begin{equation*}
\left|\frac{g(z)}{z+\lambda}\right| \leqslant \max _{|\zeta-z| \leqslant 2}|g(\zeta)|, \quad z \in \mathbb{C} \tag{29}
\end{equation*}
$$

because $g(-\lambda)=0$. By (28), (29), and (26) the required assertion follows.

Let us now give some properties of the functions $\mathbf{I}_{\nu}$, which will be needed later.

Lemma 2. 1) When $\nu>-1 / 2, z \in \mathbb{C}$, the inequality

$$
\begin{equation*}
\left|\frac{2^{\nu} \Gamma(\nu+1) \mathbf{I}_{\nu}(z)-1}{z^{2}}\right| \leqslant e^{|\operatorname{Im} z|} \tag{30}
\end{equation*}
$$

takes place.
2) If $\nu \in \mathbb{R}$, then

$$
\begin{equation*}
\left|\mathbf{I}_{\nu}(z)\right| \sim \frac{1}{\sqrt{2 \pi}} \frac{e^{|\operatorname{Im} z|}}{|z|^{\nu+\frac{1}{2}}}, \quad \operatorname{Im} z \rightarrow \infty \tag{31}
\end{equation*}
$$

3) Let $z \in \mathbb{C} \backslash(-\infty, 0]$. Then

$$
\begin{equation*}
\Delta\left(\mathbf{N}_{\frac{n}{2}-1}(z|x|)\right)+z^{2} \mathbf{N}_{\frac{n}{2}-1}(z|x|)=0 \tag{32}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{I}_{\nu}(z) \mathbf{N}_{\nu-1}(z)-\mathbf{I}_{\nu-1}(z) \mathbf{N}_{\nu}(z)=\frac{2}{\pi z^{2 \nu}} \tag{33}
\end{equation*}
$$

Proof. 1) By the Poisson integral representation [7, Chap. 7, Sect. 7.12, formula (8)] we have

$$
\mathbf{I}_{\nu}(z)=\frac{2^{1-\nu}}{\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)} \int_{0}^{1} \cos (u z)\left(1-u^{2}\right)^{\nu-\frac{1}{2}} d u .
$$

Therefore,

$$
\begin{aligned}
& \left|\mathbf{I}_{\nu}(z)\right| \leqslant \frac{2^{1-\nu}}{\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)} \int_{0}^{1} e^{u|\operatorname{Im} z|}\left(1-u^{2}\right)^{\nu-\frac{1}{2}} d u \leqslant \\
& \quad \leqslant \frac{2^{1-\nu}}{\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)} \frac{1}{2} \mathrm{~B}\left(\frac{1}{2}, \nu+\frac{1}{2}\right) e^{|\operatorname{Im} z|}=\frac{e^{|\operatorname{Im} z|}}{2^{\nu} \Gamma(\nu+1)} .
\end{aligned}
$$

In particular,

$$
\begin{gathered}
\left|\frac{\sin z}{z}\right|=\left(\frac{\pi}{2}\right)^{1 / 2}\left|\mathbf{I}_{1 / 2}(z)\right| \leqslant e^{|\operatorname{Im} z|} \\
\left|\frac{\cos z-1}{z^{2}}\right|=\frac{1}{2}\left|\frac{\sin (z / 2)}{z / 2}\right|^{2} \leqslant \frac{e^{|\operatorname{Im} z|}}{2}
\end{gathered}
$$

From here, we get

$$
\begin{gathered}
\left|\frac{2^{\nu} \Gamma(\nu+1) \mathbf{I}_{\nu}(z)-1}{z^{2}}\right|=2^{\nu} \Gamma(\nu+1)\left|\frac{\mathbf{I}_{\nu}(z)-\mathbf{I}_{\nu}(0)}{z^{2}}\right|= \\
\quad=\frac{2 \Gamma(\nu+1)}{\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)}\left|\int_{0}^{1} \frac{\cos (u z)-1}{z^{2}}\left(1-u^{2}\right)^{\nu-\frac{1}{2}} d u\right| \leqslant \\
\leqslant \frac{2 \Gamma(\nu+1)}{\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)} e^{|\operatorname{Im} z|} \int_{0}^{1}\left(1-u^{2}\right)^{\nu-\frac{1}{2}} d u=e^{|\operatorname{Im} z|}
\end{gathered}
$$

which is the required result.
2) The asymptotic expansion of Bessel functions [7, Chap. 7, Sect. 7.13.1, formula (3)] implies the equality

$$
\begin{equation*}
\mathbf{I}_{\nu}(z)=\sqrt{\frac{2}{\pi}} z^{-\nu-\frac{1}{2}}\left(\cos \left(z-\frac{\pi \nu}{2}-\frac{\pi}{4}\right)+O\left(\frac{e^{|\operatorname{Im} z|}}{|z|}\right)\right), z \rightarrow \infty,-\pi<\arg z<\pi \tag{34}
\end{equation*}
$$

Considering

$$
|\cos w| \sim \frac{e^{|\operatorname{Im} w|}}{2}, \quad \operatorname{Im} w \rightarrow \infty
$$

by (34) we obtain (31).
3) The Neumann function $N_{\nu}(z)$ satisfies the Bessel differential equation

$$
z^{2} \frac{d^{2} N_{\nu}(z)}{d z^{2}}+z \frac{d N_{\nu}(z)}{d z}+\left(z^{2}-\nu^{2}\right) N_{\nu}(z)=0
$$

(see [7, Chap. 7, Sect. 7.2.1, formula (1)]). Using this equality and the formula

$$
\Delta(f(|x|))=f^{\prime \prime}(|x|)+\frac{n-1}{|x|} f^{\prime}(|x|)
$$

we arrive at (32). The relation (33) is a form of writing the well-known Lommel-Hankel formula (see, for example, [21, Chap. 7, formula (7.6)]).
Lemma 3. For any $r>0$, the functions $\widetilde{X}_{r}$ and $\widetilde{Y}_{r}$ do not have common zeros.
Proof. Assume that $\widetilde{X}_{r}(\lambda)=\widetilde{Y}_{r}(\lambda)=0$. Then, from (9), the equalities

$$
2^{\frac{n-2}{2}} \Gamma\left(\frac{n}{2}\right) \mathbf{I}_{\frac{n-2}{2}}(\mu)=1, \quad 2^{\frac{n}{2}} \Gamma\left(\frac{n+2}{2}\right) \mathbf{I}_{\frac{n}{2}}(\mu)=1
$$

follow, where $\mu=r \lambda$. Hence, we find

$$
\mu J_{\frac{n-2}{2}}(\mu)=n J_{\frac{n}{2}}(\mu) .
$$

Using this equality and identity

$$
2 \nu J_{\nu}(z)=z\left(J_{\nu-1}(z)+J_{\nu+1}(z)\right)
$$

(see [7, Chap. 7, Sect. 7.2.8, formula (56)]), we have $\mu J_{\frac{n+2}{2}}(\mu)=0$. Now, taking into account that all zeros of the function $J_{\frac{n+2}{2}}$ are real (see [7, Chap. 7, Sect. 7.9]), we obtain $\lambda=\mu / r \in \mathbb{R}$. This contradicts the properties of the zeros of the function $\vartheta_{n}$ given in Sect. 2.
Lemma 4. The equalities

$$
\begin{array}{cl}
\Delta\left(X_{r}^{\lambda}\right)+\lambda^{2} X_{r}^{\lambda}=-X_{r}, & \lambda \in \mathcal{Z}_{+}\left(\tilde{X}_{r}\right), \\
\Delta\left(Y_{r}^{\mu}\right)+\mu^{2} Y_{r}^{\mu}=-Y_{r}, & \mu \in \mathcal{Z}_{+}\left(\tilde{Y}_{r}\right) \tag{36}
\end{array}
$$

hold.

Proof. Assume that $\mu \in \mathbb{C} \backslash(-\infty, 0]$. For any function $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{gathered}
\left\langle\left(\Delta+\mu^{2}\right)\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \chi_{r}(x)\right), \varphi\right\rangle=\left\langle\mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \chi_{r}(x),\left(\Delta+\mu^{2}\right) \varphi\right\rangle= \\
=\lim _{\varepsilon \rightarrow+0} \int_{\varepsilon \leqslant|x| \leqslant r} \mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \Delta \varphi(x) d x+\mu^{2} \int_{|x| \leqslant r} \mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \varphi(x) d x .
\end{gathered}
$$

We apply Green's formula

$$
\begin{equation*}
\int_{G}(v \Delta u-u \Delta v) d x=\int_{\partial G}\left(v \frac{\partial u}{\partial \mathbf{n}}-u \frac{\partial v}{\partial \mathbf{n}}\right) d \sigma \tag{37}
\end{equation*}
$$

to the integral under the sign of the limit, where $\frac{\partial}{\partial \mathbf{n}}$ is the differentiation operator in the direction of the external normal. Then

$$
\begin{aligned}
& \int_{\varepsilon \leqslant|x| \leqslant r} \mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \Delta \varphi(x) d x=\int_{\varepsilon \leqslant|x| \leqslant r} \varphi(x) \Delta\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|)\right) d x+ \\
& +\int_{|x|=r}\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \frac{\partial \varphi}{\partial \mathbf{n}}(x)-\varphi(x) \frac{\partial}{\partial \mathbf{n}}\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|)\right)\right) d \sigma(x)- \\
& -\int_{|x|=\varepsilon}\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \frac{\partial \varphi}{\partial \mathbf{n}}(x)-\varphi(x) \frac{\partial}{\partial \mathbf{n}}\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|)\right)\right) d \sigma(x) .
\end{aligned}
$$

Now, using (32), (37), and formulas

$$
\mathbf{N}_{\nu}^{\prime}(z)=-z \mathbf{N}_{\nu+1}(z), \quad \frac{\partial}{\partial \mathbf{n}}(f(|x|))=f^{\prime}(|x|), \quad \mathbf{n}=\frac{x}{|x|}
$$

(see [7, Chap. 7, Sect. 7.2.8]), we find

$$
\begin{gather*}
\int_{\varepsilon \leqslant|x| \leqslant r} \mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \Delta \varphi(x) d x=-\mu^{2} \int_{\varepsilon \leqslant|x| \leqslant r} \mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \varphi(x) d x+ \\
+\mathbf{N}_{\frac{n}{2}-1}(\mu r)\left\langle\Delta \chi_{r}, \varphi\right\rangle+\mu^{2} r \mathbf{N}_{\frac{n}{2}}(\mu r)\left\langle\sigma_{r}, \varphi\right\rangle-\mathbf{N}_{\frac{n}{2}-1}(\mu \varepsilon) \int_{|x| \leqslant \varepsilon} \Delta \varphi(x) d x- \\
-\mu^{2} \varepsilon \mathbf{N}_{\frac{n}{2}}(\mu \varepsilon) \int_{|x|=\varepsilon} \varphi(x) d \sigma(x) . \tag{38}
\end{gather*}
$$

Since

$$
\lim _{\varepsilon \rightarrow+0}(\mu \varepsilon)^{n} \mathbf{N}_{\frac{n}{2}}(\mu \varepsilon)=-\frac{2^{n / 2} \Gamma(n / 2)}{\pi}
$$

(see [7, Chap. 7, Sect. 7.2, formulas (2), (4), (32)]), equality (38) and the mean-value theorem for the integral show that

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow+0} \int_{\varepsilon \leqslant|x| \leqslant r} \mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \Delta \varphi(x) d x=-\mu^{2} \int_{|x| \leqslant r} \mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \varphi(x) d x+ \\
& +\mathbf{N}_{\frac{n}{2}-1}(\mu r)\left\langle\Delta \chi_{r}, \varphi\right\rangle+\mu^{2} r \mathbf{N}_{\frac{n}{2}}(\mu r)\left\langle\sigma_{r}, \varphi\right\rangle+2^{n / 2+1} \pi^{n / 2-1} \mu^{2-n} \varphi(0) .
\end{aligned}
$$

Thus,

$$
\begin{gathered}
\left(\Delta+\mu^{2}\right)\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|) \chi_{r}(x)\right)=\mathbf{N}_{\frac{n}{2}-1}(\mu r) \Delta \chi_{r}+ \\
+\mu^{2} r \mathbf{N}_{\frac{n}{2}}(\mu r) \sigma_{r}+2^{n / 2+1} \pi^{n / 2-1} \mu^{2-n} \delta, \quad \mu \in \mathbb{C} \backslash(-\infty, 0] .
\end{gathered}
$$

Hence,

$$
\begin{align*}
& \left(\Delta+\mu^{2}\right)\left(\left(\mathbf{N}_{\frac{n}{2}-1}(\mu|x|)-\mathbf{N}_{\frac{n}{2}-1}(\mu r)\right) \chi_{r}(x)\right)=\mu^{2} r \mathbf{N}_{\frac{n}{2}}(\mu r) \sigma_{r}- \\
& \quad-\mu^{2} \mathbf{N}_{\frac{n}{2}-1}(\mu r) \chi_{r}+2^{n / 2+1} \pi^{n / 2-1} \mu^{2-n} \delta, \quad \mu \in \mathbb{C} \backslash(-\infty, 0] . \tag{39}
\end{align*}
$$

By the similar reasoning one can verify the correctness of the equalities

$$
\begin{gather*}
\left(\Delta+\mu^{2}\right)\left(\left(\mathbf{I}_{\frac{n}{2}-1}(\mu|x|)-\mathbf{I}_{\frac{n}{2}-1}(\mu r)\right) \chi_{r}(x)\right)= \\
=\mu^{2} r \mathbf{I}_{\frac{n}{2}}(\mu r) \sigma_{r}-\mu^{2} \mathbf{I}_{\frac{n}{2}-1}(\mu r) \chi_{r}, \quad \mu \in \mathbb{C},  \tag{40}\\
\left(\Delta+\mu^{2}\right) Y_{r}=-\mathcal{T}_{r}+\mu^{2} Y_{r}=\mu^{2} Y_{r}-\delta+\frac{\Gamma((n+2) / 2)}{\pi^{n / 2} r^{n}} \chi_{r} . \tag{41}
\end{gather*}
$$

Relations (39), (40), and (33) imply the representation

$$
\begin{gathered}
\left(\Delta+\mu^{2}\right)\left(\left(\mathbf{N}_{\frac{n}{2}}(\mu r) \mathbf{I}_{\frac{n}{2}-1}(\mu|x|)-\mathbf{I}_{\frac{n}{2}}(\mu r) \mathbf{N}_{\frac{n}{2}-1}(\mu|x|)+\frac{2}{\pi(\mu r)^{n}}\right) \chi_{r}(x)\right)= \\
=\frac{2 \mu^{2-n}}{\pi r^{n}} \chi_{r}-2^{n / 2+1} \pi^{n / 2-1} \mu^{2-n} \mathbf{I}_{\frac{n}{2}}(\mu r) \delta
\end{gathered}
$$

Therefore, by virtue of (41) and (9), we have

$$
\left(\Delta+\mu^{2}\right)\left(\left(\mathbf{N}_{\frac{n}{2}}(\mu r) \mathbf{I}_{\frac{n}{2}-1}(\mu|x|)-\mathbf{I}_{\frac{n}{2}}(\mu r) \mathbf{N}_{\frac{n}{2}-1}(\mu|x|)+\frac{2}{\pi(\mu r)^{n}}\right) \chi_{r}(x)-\right.
$$

$$
\left.-\frac{2 \pi^{\frac{n}{2}-1} \mu^{2-n} Y_{r}}{\Gamma((n+2) / 2)}\right)=\frac{2 \pi^{\frac{n}{2}-1} \mu^{2-n}}{\Gamma((n+2) / 2)} \vartheta_{n}(\mu r) \delta-\frac{2 \pi^{\frac{n}{2}-1} \mu^{4-n} Y_{r}}{\Gamma((n+2) / 2)}, \mu \in \mathbb{C} \backslash(-\infty, 0] .
$$

For $\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Phi}_{r}\right)$, this equality can be written as (36).
Similarly, we find

$$
\begin{gather*}
\left(\Delta+\lambda^{2}\right) X_{r}=-\mathcal{A}_{r}+\lambda^{2} X_{r}=\lambda^{2} X_{r}-\delta+\frac{\Gamma(n / 2)}{2 \pi^{n / 2} r^{n-1}} \sigma_{r},  \tag{42}\\
\left(\Delta+\lambda^{2}\right)\left(\left(\mathbf{N}_{\frac{n}{2}-1}(\lambda r) \mathbf{I}_{\frac{n}{2}-1}(\lambda|x|)-\mathbf{I}_{\frac{n}{2}-1}(\lambda r) \mathbf{N}_{\frac{n}{2}-1}(\lambda|x|)\right) \chi_{r}(x)\right)= \\
=\frac{2 r^{1-n} \lambda^{2-n}}{\pi} \sigma_{r}-2^{n / 2+1} \pi^{n / 2-1} \lambda^{2-n} \mathbf{I}_{\frac{n}{2}-1}(\lambda r) \delta, \\
\left(\Delta+\lambda^{2}\right)\left(\left(\mathbf{N}_{\frac{n}{2}-1}(\lambda r) \mathbf{I}_{\frac{n}{2}-1}(\lambda|x|)-\mathbf{I}_{\frac{n}{2}-1}(\lambda r) \mathbf{N}_{\frac{n}{2}-1}(\lambda|x|)\right) \chi_{r}(x)-\right. \\
\left.-\frac{4 \pi^{\frac{n}{2}-1} \lambda^{2-n} X_{r}}{\Gamma(n / 2)}\right)=\frac{4 \pi^{\frac{n}{2}-1} \lambda^{2-n}}{\Gamma(n / 2)} \vartheta_{n-2}(\lambda r) \delta-\frac{4 \pi^{\frac{n}{2}-1} \lambda^{4-n} X_{r}}{\Gamma(n / 2)}, \quad \lambda \in \mathbb{C} \backslash(-\infty, 0] .
\end{gather*}
$$

For $\lambda \in \mathcal{Z}_{+}\left(\widetilde{X}_{r}\right)$, this equality is equivalent to (35).
Remark 1. From (17) and the injectivity of the spherical transform it follows that for distributions $U, T \in \mathcal{E}_{\natural}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\lambda \in \mathcal{Z}_{+}(\widetilde{T})$ :

$$
\begin{equation*}
\Delta U+\lambda^{2} U=-T \quad \Leftrightarrow \quad \widetilde{U}(z)=\frac{\widetilde{T}(z)}{z^{2}-\lambda^{2}} \tag{43}
\end{equation*}
$$

So, relations (35) and (36) imply the equalities

$$
\begin{equation*}
\widetilde{X_{r}^{\lambda}}(z)=\frac{\widetilde{X}_{r}(z)}{z^{2}-\lambda^{2}}, \quad \lambda \in \mathcal{Z}_{+}\left(\tilde{X}_{r}\right), \quad \widetilde{Y_{r}^{\mu}}(z)=\frac{\widetilde{Y}_{r}(z)}{z^{2}-\mu^{2}}, \quad \mu \in \mathcal{Z}_{+}\left(\tilde{Y}_{r}\right) \tag{44}
\end{equation*}
$$

Lemma 5. Let $\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right), \mu \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right)$. Then

$$
\begin{equation*}
\widetilde{\Theta_{1, r}^{\lambda}}(z)=\frac{\widetilde{\Theta}_{1, r}(z)}{z^{2}-\lambda^{2}}, \quad \widetilde{\Theta_{2, r}^{\mu}}(z)=\frac{\widetilde{\Theta}_{2, r}(z)}{z^{2}-\mu^{2}} . \tag{45}
\end{equation*}
$$

Proof. Formulas in (45) easily follow from (17) and Remark 1. Indeed, if $\lambda \in \mathcal{Z}_{+}\left(\widetilde{X}_{r}\right)$, then, due to (21), (17), (44), and (18), we have

$$
\widetilde{\Theta_{1, r}^{\lambda}}(z)=a\left(-z^{2}\right) \widetilde{X_{r}^{\lambda}}(z)=\frac{a\left(-z^{2}\right) \widetilde{X}_{r}(z)}{z^{2}-\lambda^{2}}=\frac{\widetilde{\Theta}_{1, r}(z)}{z^{2}-\lambda^{2}} .
$$

Similarly, if $a\left(-\lambda^{2}\right)=0$, then

$$
\widetilde{\Theta_{1, r}^{\lambda}}(z)=c_{\lambda}\left(-z^{2}\right) \widetilde{X}_{r}(z)=\frac{a\left(-z^{2}\right) \widetilde{X}_{r}(z)}{z^{2}-\lambda^{2}}=\frac{\widetilde{\Theta}_{1, r}(z)}{z^{2}-\lambda^{2}}
$$

(see (22), (23), (17), and (18)). The second equality in (45) is proved in exactly the same way.

Lemma 6. For any $r>0$,

$$
\begin{equation*}
\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)} \frac{1}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda)\right|}<+\infty, \quad \sum_{\mu \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{2, r}\right)} \frac{1}{\left|\widetilde{\Theta}_{2, r}^{\prime}(\mu)\right|}<+\infty \tag{46}
\end{equation*}
$$

Proof. From (10) and formula

$$
\mathbf{I}_{\nu}^{\prime}(z)=-z \mathbf{I}_{\nu+1}(z)
$$

(see [7, Chap. 7, Sect. 7.2.8]) it follows that

$$
\begin{equation*}
\vartheta_{n}^{\prime}(z)=2^{n / 2} \Gamma((n+2) / 2) z \mathbf{I}_{n / 2+1}(z) . \tag{47}
\end{equation*}
$$

Using (18) and (47), we find

$$
\begin{aligned}
\widetilde{\Theta}_{2, r}^{\prime}(z) & =2^{n / 2} \Gamma((n+2) / 2) r^{2} z^{-1} b\left(-z^{2}\right) \mathbf{I}_{n / 2+1}(r z)- \\
& -2 \vartheta_{n}(r z)\left(z^{-1} b^{\prime}\left(-z^{2}\right)+z^{-3} b\left(-z^{2}\right)\right)
\end{aligned}
$$

Now, from (14) we have

$$
\sum_{\mu \in \mathcal{Z}_{+}\left(\widetilde{Y}_{r}\right)} \frac{1}{\left|\widetilde{\Theta}_{2, r}^{\prime}(\mu)\right|}=\sum_{k=1}^{\infty} \frac{\left|z_{n, k}\right|}{2^{n / 2} \Gamma((n+2) / 2) r^{3}\left|b\left(-z_{n, k}^{2} / r^{2}\right)\right|\left|\mathbf{I}_{\frac{n}{2}+1}\left(z_{n, k}\right)\right|}
$$

This series is comparable with the convergent series

$$
\sum_{k=1}^{\infty} \frac{1}{\left|z_{n, k}\right|^{2}}
$$

(see (11), (13) and (15)). Hence, we obtain the convergence of the second series in (46). The convergence of the first series in (46) is proved similarly.

Lemma 7. Let

$$
\begin{equation*}
\Psi_{1, r}^{\lambda}=\frac{2 \lambda}{\widetilde{\Theta}_{1, r}^{\prime}(\lambda)} \Theta_{1, r}^{\lambda}, \lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right), \Psi_{2, r}^{\mu}=\frac{2 \mu}{\widetilde{\Theta}_{2, r}^{\prime}(\mu)} \Theta_{2, r}^{\mu}, \mu \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right) \tag{48}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)} \Psi_{1, r}^{\lambda}=\sum_{\mu \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{2, r}\right)} \Psi_{2, r}^{\mu}=\delta \tag{49}
\end{equation*}
$$

where the series in (49) converge unconditionally in the space $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$.
Proof. For an arbitrary function $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$, we define the function $\psi \in$ $\mathcal{S}\left(\mathbb{R}^{n}\right)$ by

$$
\psi(y)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} \varphi(x) e^{i(x, y)} d x, \quad y \in \mathbb{R}^{n}
$$

Then (see (3), (7), and (45))

$$
\begin{gathered}
\left\langle\Psi_{1, r}^{\lambda}, \varphi\right\rangle=\left\langle\Psi_{1, r}^{\lambda}, \widehat{\psi}\right\rangle=\left\langle\widehat{\Psi_{1, r}^{\lambda}}, \psi\right\rangle= \\
=\int_{\mathbb{R}^{n}} \psi(x) \widetilde{\Psi_{1, r}^{\lambda}}(|x|) d x=\frac{2}{\widetilde{\Theta}_{1, r}^{\prime}(\lambda)} \int_{\mathbb{R}^{n}} \psi(x) \frac{\lambda \widetilde{\Theta}_{1, r}(|x|)}{|x|^{2}-\lambda^{2}} d x .
\end{gathered}
$$

Using this representation and Lemma 1, we get

$$
\left|\left\langle\Psi_{1, r}^{\lambda}, \varphi\right\rangle\right| \leqslant \frac{2}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda)\right|} \int_{\mathbb{R}^{n}}|\psi(x)| \max _{|\zeta-|x|| \leqslant 2}\left|\widetilde{\Theta}_{1, r}(\zeta)\right| d x
$$

From (18), (9) and (30) we have

$$
\max _{|\zeta-|x| \leqslant 2}\left|\widetilde{\Theta}_{1, r}(\zeta)\right|=r^{2} \max _{|\zeta-|x| \leqslant 2}\left|a\left(-\zeta^{2}\right)\right| e^{r|\operatorname{Im} \zeta|} \leqslant r^{2} e^{2 r} \max _{|\zeta-|x| \leqslant 2}\left|a\left(-\zeta^{2}\right)\right| .
$$

Therefore,

$$
\begin{equation*}
\left|\left\langle\Psi_{1, r}^{\lambda}, \varphi\right\rangle\right| \leqslant \frac{2 r^{2} e^{2 r}}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda)\right|} \int_{\mathbb{R}^{n}}|\psi(x)| \max _{|\zeta-|x| \leqslant 2}\left|a\left(-\zeta^{2}\right)\right| d x . \tag{50}
\end{equation*}
$$

This inequality and Lemma 6 show that the first series in (49) converges unconditionally in the space $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ to some distribution $f$ supported in
$\bar{B}_{r}$. By Lemma 5 , the spherical transform of this distribution satisfies the equality

$$
\begin{equation*}
\tilde{f}(z)=\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)} \widetilde{\Psi_{1, r}^{\lambda}}(z)=\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)} \frac{2 \lambda}{\widetilde{\Theta}_{1, r}^{\prime}(\lambda)} \frac{\widetilde{\Theta}_{1, r}(z)}{z^{2}-\lambda^{2}} \tag{51}
\end{equation*}
$$

In this case, if $\xi \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right)$, then

$$
\begin{equation*}
\tilde{f}(\xi)=\frac{2 \xi}{\widetilde{\Theta}_{1, r}^{\prime}(\xi)} \lim _{z \rightarrow \xi} \frac{\widetilde{\Theta}_{1, r}(z)}{z^{2}-\xi^{2}}=1 \tag{52}
\end{equation*}
$$

Next, since $\widetilde{f}(z)-1$ and $\widetilde{\Theta}_{1, r}(z)$ are even entire functions of the exponential type, then, by virtue of (52) and the simplicity of the zeros of $\widetilde{\Theta}_{1, r}$, their ratio

$$
H(z)=\frac{\widetilde{f}(z)-1}{\widetilde{\Theta}_{1, r}(z)}
$$

is an entire function of at most the first order. In view of equality (12), there exists $R>0$, such that $|\arg \lambda|<\pi / 12$ for $\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right),|\lambda| \geqslant R$. Therefore, for $\operatorname{Im} z= \pm \operatorname{Re} z,|z|>R$, the function $H$ is evaluated as follows:

$$
\begin{aligned}
& \qquad|H(z)| \leqslant \frac{|\tilde{f}(z)|}{\left|\widetilde{\Theta}_{1, r}(z)\right|}+\frac{1}{\left|\widetilde{\Theta}_{1, r}(z)\right|} \leqslant \\
& \leqslant \sum_{\substack{\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right)}} \frac{1}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda)\right|}\left(\frac{1}{|z-\lambda|}+\frac{1}{|z+\lambda|}\right)+\frac{1}{\left|\widetilde{\Theta}_{1, r}(z)\right|} \leqslant \\
& \leqslant \sum_{\substack{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right) \\
|\lambda|<R}} \frac{1}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda)\right|}\left(\frac{1}{|z-\lambda|}+\frac{1}{|z+\lambda|}\right)+\frac{4}{|z|} \sum_{\substack{\lambda \in \mathcal{Z}_{+}\left(\tilde{( }_{1, r}\right) \\
|\lambda| \geqslant R}} \frac{1}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda)\right|}+\frac{1}{\left|\widetilde{\Theta}_{1, r}(z)\right|} .
\end{aligned}
$$

It can be seen from this estimate and relations (46) and (31) that

$$
\begin{equation*}
\lim _{\substack{z \rightarrow \infty \\ \operatorname{Im} z= \pm \operatorname{Re} z}} H(z)=0 . \tag{53}
\end{equation*}
$$

Then, according to the Phragmén-Lindelof principle, $H$ is bounded on $\mathbb{C}$. Now it follows from (53) and Liouville's theorem that $H=0$. Hence $\tilde{f}=1$, i.e., $f=\delta$. Similarly, we obtain that the second series in (49) converges unconditionally in the space $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ to the delta function $\delta$. Thus, Lemma 7 is proved.

Lemma 8. Let $\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right), \mu \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right)$. Then

$$
\begin{equation*}
\left(\lambda^{2}-\mu^{2}\right) \Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}=\frac{4 \lambda \mu}{\widetilde{\Theta}_{1, r}^{\prime}(\lambda) \widetilde{\Theta}_{2, r}^{\prime}(\mu)}\left(\Theta_{2, r} * \Theta_{1, r}^{\lambda}-\Theta_{1, r} * \Theta_{2, r}^{\mu}\right) . \tag{54}
\end{equation*}
$$

Proof. By (45), (43) and (48) we have

$$
\begin{align*}
& \left(\Delta+\lambda^{2}\right)\left(\Psi_{1, r}^{\lambda}\right)=-\frac{2 \lambda}{\widetilde{\Theta}_{1, r}^{\prime}(\lambda)} \Theta_{1, r},  \tag{55}\\
& \left(\Delta+\mu^{2}\right)\left(\Psi_{2, r}^{\mu}\right)=-\frac{2 \mu}{\widetilde{\Theta}_{2, r}^{\prime}(\mu)} \Theta_{2, r} . \tag{56}
\end{align*}
$$

From (55), (48), and the permutation of the differentiation operator with convolution, we obtain

$$
\left(\Delta+\lambda^{2}\right)\left(\Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}\right)=\frac{-4 \lambda \mu}{\widetilde{\Theta}_{1, r}^{\prime}(\lambda) \widetilde{\Theta}_{2, r}^{\prime}(\mu)} \Theta_{1, r} * \Theta_{2, r}^{\mu}
$$

Similarly, it follows from (56) that

$$
-\left(\Delta+\mu^{2}\right)\left(\Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}\right)=\frac{4 \lambda \mu}{\widetilde{\Theta}_{1, r}^{\prime}(\lambda) \widetilde{\Theta}_{2, r}^{\prime}(\mu)} \Theta_{2, r} * \Theta_{1, r}^{\lambda}
$$

Adding the last two equalities, we arrive at relation (54).

## 4. Proof of Theorem 3.

We claim that

$$
\begin{equation*}
\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)} \sum_{\mu \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{2, r}\right)} \Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}=\delta, \tag{57}
\end{equation*}
$$

where the series in (57) converges unconditionally in the space $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. Let $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right), \psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, and $\varphi=\widehat{\psi}$. For $\lambda \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{1, r}\right), \mu \in \mathcal{Z}_{+}\left(\widetilde{\Theta}_{2, r}\right)$, we have (see (5) and the proof of estimate (50)):

$$
\begin{gathered}
\left|\left\langle\Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}, \varphi\right\rangle\right|=\left|\left\langle\Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}, \widehat{\psi}\right\rangle\right|=\left|\left\langle\widehat{\Psi_{1, r}^{\lambda}} \widehat{\Psi_{2, r}^{\mu}}, \psi\right\rangle\right|= \\
=\left|\int_{\mathbb{R}^{n}} \psi(x) \widetilde{\Psi_{1, r}^{\lambda}}(|x|) \widetilde{\Psi_{2, r}^{\mu}}(|x|) d x\right|=
\end{gathered}
$$

$$
\begin{aligned}
& =\frac{4}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda) \widetilde{\Theta}_{2, r}^{\prime}(\mu)\right|}\left|\int_{\mathbb{R}^{n}} \psi(x) \frac{\lambda \widetilde{\Theta}_{1, r}(|x|)}{|x|^{2}-\lambda^{2}} \frac{\mu \widetilde{\Theta}_{2, r}(|x|)}{|x|^{2}-\mu^{2}} d x\right| \leqslant \\
\leqslant & \frac{4 r^{4} e^{4 r}}{\left|\widetilde{\Theta}_{1, r}^{\prime}(\lambda) \widetilde{\Theta}_{2, r}^{\prime}(\mu)\right|_{\mathbb{R}^{n}}} \int_{|\psi(x)|} \max _{|\zeta-|x| \leqslant 2}\left|a\left(-\zeta^{2}\right)\right| \max _{|\zeta-|x| \leqslant 2}\left|b\left(-\zeta^{2}\right)\right| d x .
\end{aligned}
$$

Hence, from (46) it follows that

$$
\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)}\left(\sum_{\mu \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{2, r}\right)}\left|\left\langle\Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}, \varphi\right\rangle\right|\right)<\infty .
$$

Therefore, the series in (57) converges unconditionally in the space $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. In addition (see (4), (49)),

$$
\begin{gathered}
\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)} \sum_{\mu \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{2, r}\right)}\left\langle\Psi_{1, r}^{\lambda} * \Psi_{2, r}^{\mu}, \varphi\right\rangle= \\
=\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)}\left(\sum_{\mu \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{2, r}\right)}\left\langle\Psi_{2, r}^{\mu}(y),\left\langle\Psi_{1, r}^{\lambda}(x), \varphi(x+y)\right\rangle\right\rangle\right)= \\
=\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)}\left\langle\Psi_{1, r}^{\lambda}(x), \varphi(x)\right\rangle=\varphi(0),
\end{gathered}
$$

which proves (57).
Convolving both parts of (57) with $\Delta f$ and taking into account the separate continuity of the convolution of $f \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ with $g \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$, (54), and (20), we find

$$
\begin{array}{r}
\Delta f=\sum_{\lambda \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{1, r}\right)} \sum_{\mu \in \mathcal{Z}_{+}\left(\tilde{\Theta}_{2, r}\right)} \frac{4 \lambda \mu}{\left(\lambda^{2}-\mu^{2}\right) \widetilde{\Theta}_{1, r}^{\prime}(\lambda) \widetilde{\Theta}_{2, r}^{\prime}(\mu)}\left(\Delta f * \Theta_{2, r} * \Theta_{1, r}^{\lambda}-\right. \\
\left.-\Delta f * \Theta_{1, r} * \Theta_{2, r}^{\mu}\right) \tag{58}
\end{array}
$$

Finally, using (58), (16), (41), (42) and the commutativity of the convolution operator with the differentiation operator, we arrive at formula (24). Thus, Theorem 3 is proved.

## References

[1] Berenstein C. A., Gay R., Yger A. Inversion of the local Pompeiu transform. J. Analyse Math., 1990, vol. 54, no. 1, pp. 259-287.

DOI: https://doi.org/10.1007/bf02796152
[2] Berenstein C.A., Struppa D. C. Complex analysis and convolution equations. Encyclopedia of Math. Sciences. Several Complex Variables V, 1993, vol. 54, Chap. 1, pp. 1-108.
DOI: https://doi.org/10.1007/978-3-642-58011-\$6_\{-\}\$1
[3] Berkani M., El Harchaoui M., Gay R. Inversion de la transformation de Pompéiu locale dans l'espace hyperbolique quaternique - Cas des deux boules. J. Complex Variables, 2000, vol. 43, pp. 29-57.
DOI: https://doi.org/10.1080/17476930008815300
[4] Blaschke W. Ein Mittelwersatz und eine kennzeichnende Eigenschaft des logaritmischen Potentials. Ber. Ver. Sachs Akad. Wiss. Leipzig, 1916, vol. 68, pp. 3-7.
[5] Brown L., Schreiber B. M., Taylor B. A. Spectral synthesis and the Pompeiu problem. Ann. Inst. Fourier, Grenoble, 1973, vol. 23, no. 3, pp. 125-154.
[6] Casey S. D., Walnut D. F. Systems of convolution equations, deconvolution, Shannon sampling, and the wavelet and Gabor transforms. Siam Review, 1994, vol. 36, no. 4, pp. 537-577.
[7] Erdélyi A., Magnus W., Oberhettinger F., Tricomi F.G. Higher Transcendental Functions, Vol. II. New York: McGraw-Hill, 1953, 316 p.
[8] Flatto L. The converse of Gauss theorem for harmonic functions. J. Different. Equat., 1965, vol. 1, pp. 483-490.
[9] Helgason S. Groups and Geometric Analysis: Integral Geometry, Invariant Differential Operators, and Spherical Functions. New York: Amer. Math. Soc., 2000, 667 p.
[10] Hörmander L. The Analysis of Linear Partial Differential Operators I. New York: Springer-Verlag, 2003, 440 p. DOI: https://doi.org/10.1007/978-3-642-61497-2
[11] Ikromov I.A. Recovering a function from its spherical means. Russian Mathematical Surveys, 1987, vol. 42, no. 5, pp. 169-170. DOI: https://doi.org/10.1070/RM1987v042n05ABEH001476
[12] Kuznetsov N. Mean value properties of harmonic functions and related topics (a survey). J. Math. Sci., 2019, vol. 242, no. 2, pp. 177-199.
[13] Netuka I., Veselý J. Mean value property and harmonic functions. Classical and Modern Potential Theory and Applications. NATO ASI Series. Dordrecht: Springer, 1994, vol. 430, pp. 359-398.
[14] Nicolesco M. Les Fonctions Polyharmoniques. Paris: Hermann, 1936.
[15] Pizzetti P. Sulla media dei valori che una funzione del punti dello spazio assume alla superficie di una sfera. Rend. Lincei, Ser. 5, 1909, vol. 18, pp. 182-185.
[16] Poritsky H. Generalizations of the Gauss law of the spherical mean. Trans. Amer. Math. Soc., 1938, vol. 43, pp. 199-225.
[17] Priwaloff J. Sur les fonctions harmoniques. Mat. Sb., 1925, vol. 32, no. 3, pp. 464-471.
[18] Timan A. F., Trofimov V. N. Introduction to the Theory of Harmonic Functions. Moscow: Nauka, 1968, 208 p. (in Russian)
[19] Volchkov V.V. Theorems on two radii on bounded domains of Euclidean spaces. Differ. Equ., 1994, vol. 30, no. 10, pp. 1587-1592.
[20] Volchkov V. V. New two-radii theorems in the theory of harmonic functions. Ivz. Math., 1995, vol. 44, no. 1, pp. 181-192.
DOI: https://doi.org/10.1070/IM1995v044n01ABEH001588
[21] Volchkov V.V., Volchkov Vit. V. Harmonic Analysis of Mean Periodic Functions on Symmetric Spaces and the Heisenberg Group. London: Springer-Verlag, 2009, 672 p.
DOI: https://doi.org/10.1007/978-1-84882-533-8
[22] Volchkov Vit. V. On functions with given spherical means on symmetric spaces. J. Math. Sci., 2011, vol. 175, no. 4, pp. 402-412.
DOI: https://doi.org/10.1007/s10958-011-0354-2
[23] Volchkov V.V., Volchkov Vit. V. Spherical means on two-point homogeneous spaces and applications. Ivz. Math., 2013, vol. 77, no. 2, pp. 223-252. DOI: https://doi.org/10.1070/IM2013v077n02ABEH002634
[24] Volchkov V.V., Volchkov Vit. V. Offbeat Integral Geometry on Symmetric Spaces. Basel: Birkhäuser, 2013, 592 p.
DOI: https://doi.org/10.1007/978-3-0348-0572-8
[25] Volchkova N. P., Volchkov. Vit. V. Deconvolution problem for indicators of segments. Math. Notes NEFU, 2019, vol. 26, no. 3, pp. 3-14.
DOI: https://doi.org/10.25587/SVFU.2019.47.12.001
[26] Zalcman L. Offbeat integral geometry. Amer. Math. Monthly, 1980, vol. 87, no. 3, pp. 161-175.
DOI: https://doi.org/10.1080/00029890.1980.11994985

Received September 16, 2022.
In revised form, January 12, 2023.
Accepted January 14, 2023.
Published online January 29, 2023.

Natalia P. Volchkova

Donetsk National Technical University
Artioma str., 58, Donetsk, 283000, Russia
E-mail: volna936@gmail.com, volchkova.n.p@gmail.com
Vitaliy V. Volchkov
Donetsk National University
24 Universitetskaya str., Donetsk 283001, Russia
E-mail: volna936@gmail.com

