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## RECURRENCE RELATIONS FOR SOBOLEV ORTHOGONAL POLYNOMIALS


#### Abstract

We consider recurrence relations for the polynomials orthonormal with respect to the Sobolev-type inner product and generated by classical orthogonal polynomials, namely: Jacobi polynomials, Legendre polynomials, Chebyshev polynomials of the first and the second kind, Gegenbauer (ultraspherical) polynomials, Hermite polynomials.
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1. Introduction. Sobolev orthogonal polynomials were first considered in the early 1960's in relation with problems of approximation theory (e.g., [3]). In the last three decades, this new theory has been intensively developing (e.g., [1]-[22]). For more details on this topic, see the survey [14] and works cited there.

As the name implies, these polynomials are orthogonal with respect to the so-called Sobolev-type inner products. There are plenty of inner products of this kind, with various degrees of generalization. However, we only consider Sobolev-type inner products that can be represented as

$$
\begin{equation*}
\langle f, g\rangle=\langle f, g\rangle_{W_{L_{\omega}}^{r}}=\sum_{\nu=0}^{r-1} f^{(\nu)}(a) g^{(\nu)}(a)+\int_{a}^{b} f^{(r)}(t) g^{(r)}(t) \omega(t) d t \tag{1}
\end{equation*}
$$

For this case, the theory of Sobolev orthogonal polynomials has recently been significantly developed and has found important applications (see [22] and works cited there).
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A distinctive property of inner products of this kind is the existence of special points, such that the behavior of Sobolev orthogonal functions can be "controlled" in their neighborhood. Due to this property, it is possible to construct the Fourier series with respect to the Sobolev orthogonal polynomials, so that partial sums coincide with the approximated function at the ends of the orthogonality segment. Such series proved to be a convenient tool for different applied tasks, such as representing solutions of the Cauchy problem for differential equations.

Following the established notation, we denote by $L_{\omega}^{p}(a, b)$ the space of functions $f(x)$, measurable on $(a, b)$, for which $\int_{a}^{b}|f(x)|^{p} \omega(x) d x<\infty$, where $\omega=\omega(x)$ is a weight function.

Let $\left\{\varphi_{n}\right\}_{n=0}^{\infty}$ be a system of polynomials, orthonormal in $L_{\omega}^{2}(a, b)$. In other words,

$$
\left\langle\varphi_{n}, \varphi_{m}\right\rangle_{L_{\omega}^{2}}=\int_{a}^{b} \varphi_{n}(t) \varphi_{m}(t) \omega(t) d t=\delta_{n, m},
$$

where $\delta_{n, m}$ is the Kronecker symbol.
By $W_{L_{\omega}(a, b)}^{r}$ we denote the Sobolev space, which consists of functions $f=f(x)$ that are continuously differentiable $(r-1)$-times on $[a, b]$, while $f^{(r-1)}(x)$ is absolutely continuous on $[a, b]$ and $f^{(r)} \in L_{\omega}^{2}(a, b)$. The inner product in $W_{L_{\omega}^{2}(a, b)}^{r}$ is defined by the equality (1).

Sharapudinov I. I. proposed a new method for construction of polynomials orthogonal with respect to the inner product (1). For any given orthogonal system $\left\{\varphi_{n}(x)\right\}$, we can generate Sobolev orthogonal system using the following equations:

$$
\begin{gather*}
\varphi_{r, n}(x)=\frac{(x-a)^{n}}{n!}, \quad n=0,1, \ldots, r-1  \tag{2}\\
\varphi_{r, r+n}(x)=\frac{1}{(r-1)!} \int_{a}^{x}(x-t)^{r-1} \varphi_{n}(t) d t, \quad n=0,1, \ldots \tag{3}
\end{gather*}
$$

hereinafter we will consider $\varphi_{0, n}(x)=\varphi_{n}(x)$. More precisely, the following statement has been proven in [18].

Theorem A Suppose that the functions $\varphi_{n}(x)(n=0,1, \ldots)$ form a complete orthonormal system in $L_{\omega}^{2}(a, b)$. Then the system $\left\{\varphi_{r, n}(x)\right\}$, generated by the system $\left\{\varphi_{n}(x)\right\}$ by means of the equalities (2) and (3), is complete in $W_{L_{\omega}^{2}(a, b)}^{r}$ and orthonormal with respect to the inner product (1).
Remark. Note that Theorem $A$ is valid not only for the case when $\varphi_{n}(x)$ are polynomials, but for more general case of orthogonal functions.
One of the key properties of orthogonal polynomials is the three-term recurrence relation, which establishes the relation between $n$-th polynomial and two previous $(n-1)$-th and ( $n-2$ )-th (for example, see §3.2, Theorem 3.2.1 in [24]):

$$
\begin{equation*}
\varphi_{n}(x)=\left(A_{n} x+B_{n}\right) \varphi_{n-1}(x)+C_{n} \varphi_{n-2}(x), \quad n=2,3, \ldots \tag{4}
\end{equation*}
$$

This formula is not only used for calculation of polynomial value in any given point $x$ for any degree $n$, but also for investigation of further properties of polynomial system.

As it was mentioned in [14], one of the main difficulties in the development of the Sobolev orthogonal polynomials theory is absence of three-terms recurrence relation for these polynomials in the general case. However, we managed to establish recurrence relations for the case of Sobolev-type inner products, which can be represented as (1).

In this article, we also consider specific Sobolev orthonormal polynomials generated by the classic orthonormal polynomials and establish recurrence relations for these polynomials (namely, for polynomials generated by: Jacobi polynomials, Legendre polynomials, Chebyshev polynomials of the first and second kind, Gegenbauer (ultraspherical) polynomials, Hermite polynomials). Recurrence relations for the Sobolev-Laguerre polynomials were established in [6], we only give them in the last section to cover this topic in more details.

## 2. Recurrence relations for Sobolev orthogonal polynomials.

 In the current section, we establish recurrence relations for Sobolev orthonormal polynomials $\left\{\varphi_{r, n}\right\}$ in the general case.First, for the case when $n<r$ it is obvious that

$$
\begin{equation*}
\varphi_{r, 0}(x)=1, \varphi_{r, n}(x)=\frac{(x-a)^{n}}{n!}=\frac{x-a}{n} \varphi_{r, n-1}(x), n=1, \ldots, r-1 . \tag{5}
\end{equation*}
$$

Next, from (3) with $n=0$, we get

$$
\begin{align*}
\varphi_{r, r}(x)=\frac{1}{(r-1)!} & \int_{a}^{x}(x-t)^{r-1} \varphi_{0} d t=-\left.\frac{\varphi_{0}}{r!}(x-t)^{r}\right|_{a} ^{x} d t= \\
& =\varphi_{0} \frac{(x-a)^{r}}{r!}=\frac{x-a}{r} \varphi_{r-1, r-1}(x), \quad r=1,2, \ldots \tag{6}
\end{align*}
$$

while $\varphi_{0,0}(x)=\varphi_{0}$.
Finally, for the case of $\varphi_{r, r+n}(x)(n \geq 1)$, from (4) and again from (3) we have

$$
\begin{align*}
& \varphi_{r, r+n}(x)=\frac{1}{(r-1)!} \int_{a}^{x}(x-t)^{r-1} \varphi_{n}(t) d t= \\
& =\frac{1}{(r-1)!} \int_{a}^{x}(x-t)^{r-1}\left(\left(A_{n} t+B_{n}\right) \varphi_{n-1}(t)+C_{n} \varphi_{n-2}(t)\right) d t= \\
& =B_{n} \varphi_{r, r+n-1}(x)+C_{n} \varphi_{r, r+n-2}(x)+\frac{A_{n}}{(r-1)!} \int_{a}^{x}(x-t)^{r-1} t \varphi_{n-1}(t) d t \tag{7}
\end{align*}
$$

Let us consider the last term separately:

$$
\begin{align*}
& \frac{A_{n}}{(r-1)!} \int_{a}^{x}(x-t)^{r-1} t \varphi_{n-1}(t) d t=\frac{A_{n}}{(r-1)!} \int_{a}^{x}(x-t)^{r-1}(t-x+x) \varphi_{n-1}(t) d t= \\
&=\frac{A_{n} x}{(r-1)!} \int_{a}^{x}(x-t)^{r-1} \varphi_{n-1}(t) d t-\frac{A_{n} r}{r!} \int_{a}^{x}(x-t)^{r} \varphi_{n-1}(t) d t= \\
&=A_{n} x \varphi_{r, r+n-1}(x)-A_{n} r \varphi_{r+1, r+n}(x) \tag{8}
\end{align*}
$$

Collecting together equations (5) - (8) we get
Theorem 1. For the Sobolev orthogonal system $\left\{\varphi_{r, n}\right\}(r \geq 1)$, generated by the orthonormal system $\left\{\varphi_{n}\right\}$, the following recurrence relations hold:

$$
\begin{gathered}
\varphi_{r, 0}(x)=1, \quad \varphi_{r, n}(x)=\frac{x-a}{n} \varphi_{r, n-1}(x), \quad 1 \leq n \leq r-1 \\
\varphi_{0,0}(x)=\varphi_{0}, \quad \varphi_{r, r}(x)=\frac{x-a}{r} \varphi_{r-1, r-1}(x)
\end{gathered}
$$

$$
\begin{aligned}
A_{n} r \varphi_{r+1, r+n}(x)=\left(A_{n} x+B_{n}\right) & \varphi_{r, r+n-1}(x)+ \\
& +C_{n} \varphi_{r, r+n-2}(x)-\varphi_{r, r+n}(x), \quad n \geq 2
\end{aligned}
$$

where $A_{n}, B_{n}$, and $C_{n}$ are the coefficients from the three-term recurrent relation (4) for the original system $\left\{\varphi_{n}\right\}$.

Remark. Theorem 1 does not cover the case of $\varphi_{1, n+1}(x)$, i. e.,

$$
\begin{equation*}
\varphi_{1, n+1}(x)=\int_{a}^{x} \varphi_{n}(t) d t, \quad n=1,2, \ldots \tag{9}
\end{equation*}
$$

It should be considered separately, using special properties of the original orthogonal system $\left\{\varphi_{n}\right\}$ (such as integral and differential properties).
3. Some information about the Jacobi polynomials. For arbitrary real $\alpha$ and $\beta$, the Jacobi polynomials $P_{n}^{\alpha, \beta}(x)$ can be determined using the Rodrigues formula:

$$
\begin{equation*}
P_{n}^{\alpha, \beta}(x)=\frac{(-1)^{n}}{2^{n} n!} \frac{1}{\rho(x)} \frac{d^{n}}{d x^{n}}\left\{\rho(x) \sigma^{n}(x)\right\} \tag{10}
\end{equation*}
$$

where $\rho(x)=\rho(x ; \alpha, \beta)=(1-x)^{\alpha}(1+x)^{\beta}, \sigma(x)=1-x^{2}$.
We will need the following properties of Jacobi polynomials [24], [23]:

$$
\begin{gather*}
P_{n}^{\alpha, \beta}(-x)=(-1)^{n} P_{n}^{\beta, \alpha}(x), \\
P_{n}^{\alpha, \beta}(-1)=(-1)^{n}\binom{n+\beta}{n}, \quad P_{n}^{\alpha, \beta}(1)=\binom{n+\alpha}{n},  \tag{11}\\
\frac{d}{d x} P_{n}^{\alpha, \beta}(x)=\frac{1}{2}(n+\alpha+\beta+1) P_{n-1}^{\alpha+1, \beta+1}(x),  \tag{12}\\
\binom{n}{l} P_{n}^{\alpha,-l}(x)=\binom{n+\alpha}{l}\left(\frac{x+1}{2}\right)^{l} P_{n-l}^{\alpha, l}(x), \quad 1 \leq l \leq n,  \tag{13}\\
(1-x) P_{n}^{\alpha+1, \beta}(x)+(1+x) P_{n}^{\alpha, \beta+1}(x)=2 P_{n}^{\alpha, \beta}(x),  \tag{14}\\
P_{n}^{\alpha, \beta-1}(x)-P_{n}^{\alpha-1, \beta}(x)=P_{n-1}^{\alpha, \beta}(x),  \tag{15}\\
(2 n+\alpha+\beta) P_{n}^{\alpha-1, \beta}(x)=(n+\alpha+\beta) P_{n}^{\alpha, \beta}(x)-(n+\beta) P_{n-1}^{\alpha, \beta}(x),  \tag{16}\\
(2 n+\alpha+\beta) P_{n}^{\alpha, \beta-1}(x)=(n+\alpha+\beta) P_{n}^{\alpha, \beta}(x)+(n+\alpha) P_{n-1}^{\alpha, \beta}(x) . \tag{17}
\end{gather*}
$$

From (13) we also derive

$$
\begin{equation*}
P_{n+1}^{-1,-1}(x)=\frac{x^{2}-1}{4} P_{n-1}^{1,1}(x) . \tag{18}
\end{equation*}
$$

Lemma 1. The following equalities for the Jacobi polynomials hold:

$$
\begin{gather*}
P_{n}^{\alpha-1, \beta-1}(x)=\frac{n+\lambda}{2 n+\lambda} P_{n}^{\alpha, \beta}(x)-\left(x-\frac{\alpha-\beta}{2 n+\lambda}\right) \frac{1}{2} P_{n-1}^{\alpha, \beta}(x)=  \tag{19}\\
=\left(x+\frac{\alpha-\beta}{2 n+\lambda-2}\right) \frac{n+\lambda-1}{2 n} P_{n-1}^{\alpha, \beta}(x)-\frac{(n+\alpha-1)(n+\beta-1)}{n(2 n+\lambda-2)} P_{n-2}^{\alpha, \beta}(x), \tag{20}
\end{gather*}
$$

where $\lambda=\alpha+\beta$.
Proof. Using (14), (15) and (17) we get

$$
\begin{aligned}
2 P_{n}^{\alpha-1, \beta-1}(x) & =(1-x) P_{n}^{\alpha, \beta-1}(x)+(1+x) P_{n}^{\alpha-1, \beta}(x)= \\
=2 P_{n}^{\alpha, \beta-1}(x) & -\left[P_{n}^{\alpha, \beta-1}(x)-P_{n}^{\alpha-1, \beta}(x)\right]-x\left[P_{n}^{\alpha, \beta-1}(x)-P_{n}^{\alpha-1, \beta}(x)\right]= \\
= & 2\left[\frac{n+\alpha+\beta}{2 n+\alpha+\beta} P_{n}^{\alpha, \beta}(x)+\frac{1}{2}\left(\frac{\alpha-\beta}{2 n+\alpha+\beta}-x\right) P_{n-1}^{\alpha, \beta}(x)\right] .
\end{aligned}
$$

From the other hand, from (16) and (17) we deduce

$$
\begin{gathered}
P_{n}^{\alpha-1, \beta-1}(x)=\frac{n+\alpha+\beta-1}{2 n+\alpha+\beta-1} P_{n}^{\alpha, \beta-1}(x)-\frac{n+\beta-1}{2 n+\alpha+\beta-1} P_{n-1}^{\alpha, \beta-1}(x)= \\
=\frac{n+\alpha+\beta-1}{2 n+\alpha+\beta-1}\left[\frac{n+\alpha+\beta}{2 n+\alpha+\beta} P_{n}^{\alpha, \beta}(x)+\frac{n+\alpha}{2 n+\alpha+\beta} P_{n-1}^{\alpha, \beta}(x)\right]- \\
-\frac{n+\beta-1}{2 n+\alpha+\beta-1}\left[\frac{n+\alpha+\beta-1}{2 n+\alpha+\beta-2} P_{n-1}^{\alpha, \beta}(x)+\frac{n+\alpha-1}{2 n+\alpha+\beta-2} P_{n-2}^{\alpha, \beta}(x)\right]= \\
=\frac{n+\alpha+\beta-1}{2 n+\alpha+\beta}\left[\frac{n+\alpha+\beta}{2 n+\alpha+\beta-1} P_{n}^{\alpha, \beta}(x)+\frac{\alpha-\beta}{2 n+\alpha+\beta-2} P_{n-1}^{\alpha, \beta}(x)\right]- \\
\quad-\frac{(n+\alpha-1)(n+\beta-1)}{(2 n+\alpha+\beta-2)(2 n+\alpha+\beta-1)} P_{n-2}^{\alpha, \beta}(x) .
\end{gathered}
$$

Consider the recurrence relation for Jacobi polynomials:

$$
\begin{aligned}
& 2(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta) P_{n+1}^{\alpha, \beta}(x)= \\
= & {\left[(2 n+\alpha+\beta)(2 n+\alpha+\beta+2) x+\alpha^{2}-\beta^{2}\right](2 n+\alpha+\beta+1) P_{n}^{\alpha, \beta}(x)-}
\end{aligned}
$$

$$
-2(n+\alpha)(n+\beta)(2 n+\alpha+\beta+2) P_{n-1}^{\alpha, \beta}(x)
$$

and rewrite it in the following form:

$$
\begin{aligned}
\frac{n+\alpha+\beta}{2 n+\alpha+\beta-1} P_{n}^{\alpha, \beta}(x)= & {\left[\frac{2 n+\alpha+\beta}{2 n} x+\frac{\alpha^{2}-\beta^{2}}{2 n(2 n+\alpha+\beta-2)}\right] P_{n-1}^{\alpha, \beta}(x)-} \\
& -\frac{(n+\alpha-1)(n+\beta-1)(2 n+\alpha+\beta)}{n(2 n+\alpha+\beta-1)(2 n+\alpha+\beta-2)} P_{n-2}^{\alpha, \beta}(x) .
\end{aligned}
$$

Then, returning to the previous equality, we get

$$
\begin{aligned}
& P_{n}^{\alpha-1, \beta-1}(x)=\frac{n+\alpha+\beta-1}{2 n+\alpha+\beta}\left[\frac{n+\alpha+\beta}{2 n+\alpha+\beta-1} P_{n}^{\alpha, \beta}(x)+\right. \\
&+\left.\frac{\alpha-\beta}{2 n+\alpha+\beta-2} P_{n-1}^{\alpha, \beta}(x)\right]-\frac{(n+\alpha-1)(n+\beta-1)}{(2 n+\alpha+\beta-2)(2 n+\alpha+\beta-1)} P_{n-2}^{\alpha, \beta}(x)= \\
&= \frac{n+\alpha+\beta-1}{2 n+\alpha+\beta}\left[\frac{(2 n+\alpha+\beta)}{2 n} x+\frac{\alpha^{2}-\beta^{2}}{2 n(2 n+\alpha+\beta-2)}+\frac{\alpha-\beta}{2 n+\alpha+\beta-2}\right] \times \\
& \times P_{n-1}^{\alpha, \beta}(x)-\frac{(n+\alpha-1)(n+\beta-1)}{(2 n+\alpha+\beta-2)(2 n+\alpha+\beta-1)}\left[\frac{n+\alpha+\beta-1}{n}+1\right] P_{n-2}^{\alpha, \beta}(x)= \\
&=\frac{n+\alpha+\beta-1}{2 n}\left[x+\frac{\alpha-\beta}{2 n+\alpha+\beta-2}\right] P_{n-1}^{\alpha, \beta}(x)- \\
& \quad-\frac{(n+\alpha-1)(n+\beta-1)}{n(2 n+\alpha+\beta-2)} P_{n-2}^{\alpha, \beta}(x) .
\end{aligned}
$$

The proof is complete.
If $\alpha, \beta>-1$, then the Jacobi polynomials form a complete orthogonal system in $L_{\rho}^{2}(-1,1)$, i. e.,

$$
\begin{equation*}
\int_{-1}^{1} P_{n}^{\alpha, \beta}(t) P_{m}^{\alpha, \beta}(t) \rho(t) d t=h_{n}^{\alpha, \beta} \delta_{n m} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{n}^{\alpha, \beta}=\frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1) 2^{\alpha+\beta+1}}{n!\Gamma(n+\alpha+\beta+1)(2 n+\alpha+\beta+1)} . \tag{22}
\end{equation*}
$$

Let $p_{n}^{\alpha, \beta}(x)=\left[h_{n}^{\alpha, \beta}\right]^{-1 / 2} P_{n}^{\alpha, \beta}(x)$ be the orthonormal Jacobi polynomials.

The following recurrence relation holds:

$$
\begin{gather*}
\sqrt{\frac{4(n+1)(n+\alpha+1)(n+\beta+1)(n+\alpha+\beta+1)}{(2 n+\alpha+\beta+1)(2 n+\alpha+\beta+2)^{2}(2 n+\alpha+\beta+3)}} p_{n+1}^{\alpha, \beta}(x)= \\
=\left[x+\frac{\alpha^{2}-\beta^{2}}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta)}\right] p_{n}^{\alpha, \beta}(x)- \\
-\sqrt{\frac{4 n(n+\alpha)(n+\beta)(n+\alpha+\beta)}{(2 n+\alpha+\beta)^{2}(2 n+\alpha+\beta-1)(2 n+\alpha+\beta+1)}} p_{n-1}^{\alpha, \beta}(x), n \geq 1 \tag{23}
\end{gather*}
$$

4. The Sobolev-Jacobi polynomials. Consider the polynomials $p_{r, n}^{\alpha, \beta}(x)(r=1,2, \ldots ; n=0,1,2, \ldots)$ defined on $[-1,1]$ by the equalities

$$
\begin{gather*}
p_{r, n}^{\alpha, \beta}(x)=\frac{(x+1)^{n}}{n!}, \quad n=0,1, \ldots, r-1  \tag{24}\\
p_{r, r+n}^{\alpha, \beta}(x)=\frac{1}{(r-1)!} \int_{-1}^{x}(x-t)^{r-1} p_{n}^{\alpha, \beta}(t) d t, \quad n=0,1, \ldots \tag{25}
\end{gather*}
$$

We will restrict the parameters $\alpha, \beta$ to satisfy the inequality $\alpha, \beta>-1$ since this is the only case when the Jacobi polynomials are orthogonal and, hence, the three-term recurrence relation still holds.

For brevity, denote $\lambda=\alpha+\beta$.

1. In the case $r=1$, we have

$$
p_{1, n+1}^{\alpha, \beta}(x)=\int_{-1}^{x} p_{n}^{\alpha, \beta}(t) d t=\frac{1}{\sqrt{h_{n}^{\alpha, \beta}}} \int_{-1}^{x} P_{n}^{\alpha, \beta}(t) d t, \quad n=1,2, \ldots
$$

From (12), we get

$$
\frac{2}{n+\lambda} \frac{d}{d x} P_{n+1}^{\alpha-1, \beta-1}(x)=P_{n}^{\alpha, \beta}(x) ;
$$

then

$$
\begin{aligned}
p_{1, n+1}^{\alpha, \beta}(x)= & \frac{2\left(h_{n}^{\alpha, \beta}\right)^{-\frac{1}{2}}}{n+\lambda} \int_{-1}^{x} \frac{d}{d t} P_{n+1}^{\alpha-1, \beta-1}(t) d t= \\
& =\frac{2\left(h_{n}^{\alpha, \beta}\right)^{-\frac{1}{2}}}{n+\lambda}\left[P_{n+1}^{\alpha-1, \beta-1}(x)-P_{n+1}^{\alpha-1, \beta-1}(-1)\right]=
\end{aligned}
$$

$$
\begin{equation*}
=\frac{2\left(h_{n}^{\alpha, \beta}\right)^{-\frac{1}{2}}}{n+\lambda}\left[P_{n+1}^{\alpha-1, \beta-1}(x)+(-1)^{n}\binom{n+\beta}{n+1}\right], \quad n=1,2, \ldots \tag{26}
\end{equation*}
$$

Note, that we need the parameters $\alpha, \beta$ to be non-negative to use (26) as a recurrence relation; otherwise, the polynomial $P_{n+1}^{\alpha-1, \beta-1}(x)$ would not be orthogonal, and, hence, the recurrence relation for it would not hold. For the case $-1 \leq \alpha, \beta \leq 0$, we can use (19) or (20) from Lemma 1 . We get

$$
\begin{align*}
& p_{1, n+1}^{\alpha, \beta}(x)=\frac{\left(h_{n}^{\alpha, \beta}\right)^{-\frac{1}{2}}}{n+\lambda}\left[\frac{2(n+\lambda+1)}{2 n+\lambda+2} P_{n+1}^{\alpha, \beta}(x)-\right. \\
& \left.-\left(x-\frac{\alpha-\beta}{2 n+\lambda+2}\right) P_{n}^{\alpha, \beta}(x)+(-1)^{n} 2\binom{n+\beta}{n+1}\right]= \\
& =\frac{\left(h_{n}^{\alpha, \beta}\right)^{-\frac{1}{2}}}{n+\lambda} \frac{2(n+\lambda+1)}{2 n+\lambda+2}\left[P_{n+1}^{\alpha, \beta}(x)-\left(x-\frac{\lambda x+\alpha-\beta}{2(n+\lambda+1)}\right) P_{n}^{\alpha, \beta}(x)-\right. \\
& \left.\quad-P_{n+1}^{\alpha, \beta}(-1)-\frac{n+\alpha+1}{n+\lambda+1} P_{n}^{\alpha, \beta}(-1)\right] . \tag{27}
\end{align*}
$$

Using the fact that

$$
h_{n}^{\alpha, \beta}=\frac{4(n+1)}{n+\lambda} h_{n+1}^{\alpha-1, \beta-1},
$$

we can also rewrite (26) in the following form:

$$
\begin{equation*}
p_{1, n+1}^{\alpha, \beta}(x)=\tilde{a}_{n}^{\alpha, \beta} p_{n+1}^{\alpha-1, \beta-1}(x)+\tilde{b}_{n}^{\alpha, \beta}, \tag{28}
\end{equation*}
$$

where

$$
\tilde{a}_{n}^{\alpha, \beta}=\frac{1}{\sqrt{(n+1)(n+\lambda)}}, \quad \tilde{b}_{n}^{\alpha, \beta}=(-1)^{n} \frac{2\left(h_{n}^{\alpha, \beta}\right)^{-\frac{1}{2}}}{n+\lambda}\binom{n+\beta}{n+1} .
$$

2. Next, we consider the case $r \geq 2$. First, let us rewrite the recurrence relation (23) in the following form:

$$
\begin{gathered}
p_{n}^{\alpha, \beta}(x)=\left(a_{n}^{\alpha, \beta} x+b_{n}^{\alpha, \beta}\right) p_{n-1}^{\alpha, \beta}(x)+c_{n}^{\alpha, \beta} p_{n-2}^{\alpha, \beta}(x), \quad n=2,3, \ldots, \\
a_{n}^{\alpha, \beta}=\frac{1}{2} \sqrt{\frac{(2 n+\lambda-1)(2 n+\lambda)^{2}(2 n+\lambda+1)}{n(n+\alpha)(n+\beta)(n+\lambda)}},
\end{gathered}
$$

$$
\begin{gathered}
b_{n}^{\alpha, \beta}=\frac{1}{2} \frac{\alpha^{2}-\beta^{2}}{(2 n+\lambda-2)} \sqrt{\frac{(2 n+\lambda-1)(2 n+\lambda+1)}{n(n+\alpha)(n+\beta)(n+\lambda)}}, \\
c_{n}^{\alpha, \beta}=\frac{-(2 n+\lambda)}{2 n+\lambda-2} \sqrt{\frac{(n-1)(n+\alpha-1)(n+\beta-1)(n+\lambda-1)(2 n+\lambda+1)}{n(n+\alpha)(n+\beta)(n+\lambda)(2 n+\lambda-3)}} .
\end{gathered}
$$

From Theorem 1, we have

$$
\begin{aligned}
a_{n}^{\alpha, \beta} r p_{r+1, r+n}^{\alpha, \beta}(x)=\left(a_{n}^{\alpha, \beta}\right. & \left.x+b_{n}^{\alpha, \beta}\right) p_{r, r+n-1}^{\alpha, \beta}(x)+ \\
& \quad+c_{n}^{\alpha, \beta} p_{r, r+n-2}^{\alpha, \beta}(x)-p_{r, r+n}^{\alpha, \beta}(x), \quad r \geq 1, n \geq 2
\end{aligned}
$$

Dividing both parts of the equation by $a_{n}^{\alpha, \beta}$ and performing simple transformations, we get

$$
\begin{align*}
r p_{r+1, r+n}^{\alpha, \beta}(x)= & \left(x+A_{n}^{\alpha, \beta}\right) p_{r, r+n-1}^{\alpha, \beta}(x)- \\
& -B_{n-1}^{\alpha, \beta} p_{r, r+n-2}^{\alpha, \beta}(x)-B_{n}^{\alpha, \beta} p_{r, r+n}^{\alpha, \beta}(x), \quad r \geq 1, n \geq 2 \tag{29}
\end{align*}
$$

where

$$
\begin{gathered}
A_{n}^{\alpha, \beta}=\frac{b_{n}^{\alpha, \beta}}{a_{n}^{\alpha, \beta}}=\frac{\alpha^{2}-\beta^{2}}{(2 n+\lambda-2)(2 n+\lambda)}, \\
B_{n}^{\alpha, \beta}=\frac{1}{a_{n}^{\alpha, \beta}}=\frac{c_{n+1}^{\alpha, \beta}}{a_{n+1}^{\alpha, \beta}}=\frac{2}{2 n+\lambda} \sqrt{\frac{n(n+\alpha)(n+\beta)(n+\lambda)}{(2 n+\lambda-1)(2 n+\lambda+1)}} .
\end{gathered}
$$

Using (26), (27), and (29) from Theorem 1, we derive the following result.
Theorem 2. For the Sobolev-Jacobi polynomials $\left\{p_{r, n}^{\alpha, \beta}\right\}(r \geq 1)$, when $\alpha, \beta>-1$, the following recurrence relations hold:

$$
\begin{gathered}
p_{r, 0}^{\alpha, \beta}(x)=1, \quad p_{r, n}^{\alpha, \beta}(x)=\frac{x+1}{n} p_{r, n-1}^{\alpha, \beta}(x), \quad 1 \leq n \leq r-1 \\
p_{0,0}^{\alpha, \beta}(x)=\frac{1}{\sqrt{h_{0}^{\alpha, \beta}}}, \quad p_{r, r}^{\alpha, \beta}(x)=\frac{x+1}{r} p_{r-1, r-1}^{\alpha, \beta}(x) \\
=\frac{\left(h_{n}^{\alpha, \beta}\right)^{-\frac{1}{2}}}{n+\lambda} \frac{2(n+\lambda+1)}{2 n+\lambda+2}\left[P_{n+1}^{\alpha, \beta}(x)-\left(x-\frac{\lambda x+\alpha-\beta}{2(n+\lambda+1)}\right) P_{n}^{\alpha, \beta}(x)-\right.
\end{gathered}
$$

$$
\begin{aligned}
- & \left.P_{n+1}^{\alpha, \beta}(-1)-\frac{n+\alpha+1}{n+\lambda+1} P_{n}^{\alpha, \beta}(-1)\right] \\
r p_{r+1, r+n}^{\alpha, \beta}(x)= & \left(x+A_{n}^{\alpha, \beta}\right) p_{r, r+n-1}^{\alpha, \beta}(x)- \\
& \quad-B_{n-1}^{\alpha, \beta} p_{r, r+n-2}^{\alpha, \beta}(x)-B_{n}^{\alpha, \beta} p_{r, r+n}^{\alpha, \beta}(x), \quad n \geq 2,
\end{aligned}
$$

where $\lambda=\alpha+\beta$,

$$
\begin{gathered}
A_{n}^{\alpha, \beta}=\frac{\alpha^{2}-\beta^{2}}{(2 n+\lambda-2)(2 n+\lambda)}, \\
B_{n}^{\alpha, \beta}=\frac{2}{2 n+\lambda} \sqrt{\frac{n(n+\alpha)(n+\beta)(n+\lambda)}{(2 n+\lambda-1)(2 n+\lambda+1)}} .
\end{gathered}
$$

5. The Sobolev-Gegenbauer polynomials. If parameters $\alpha$ and $\beta$ of the Jacobi polynomial are equal, then this polynomial is called ultrasphrerical polynomial. The special case of ultrasphrerical polynomials when $\alpha=\beta=\gamma-\frac{1}{2}$ are Gegenbauer polynomials. The relation between Gegenbauer and standartized Jacobi polynomials is established by the following equality:

$$
\begin{equation*}
C_{n}^{\gamma}(x)=\frac{\Gamma\left(\gamma+\frac{1}{2}\right)}{\Gamma(2 \gamma)} \frac{\Gamma(n+2 \gamma)}{\Gamma\left(n+\gamma+\frac{1}{2}\right)} P_{n}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(x) \tag{30}
\end{equation*}
$$

Consider orthonormal Gegenbauer polynomials

$$
\hat{C}_{n}^{\gamma}(x)=p_{n}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(x), \quad \gamma>-\frac{1}{2}, \quad n=0,1,2, \ldots
$$

We can generate the new Sobolev orthogonal system from $\hat{C}_{n}^{\gamma}(x)$ :

$$
C_{r, n}^{\gamma}(x)=p_{r, n}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(x)
$$

with the help of equalities (24) and (25).
Using (26) and (30), we can write the following for these polynomials:

$$
C_{1, n+1}^{\gamma}(x)=p_{1, n+1}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(x)=\frac{2\left(h_{n}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}\right)^{-\frac{1}{2}}}{n+2 \gamma-1}\left[P_{n+1}^{\gamma-\frac{3}{2}, \gamma-\frac{3}{2}}(x)-\right.
$$

$$
\left.-P_{n+1}^{\gamma-\frac{3}{2}, \gamma-\frac{3}{2}}(-1)\right]=\frac{\Gamma(\gamma-1)}{2^{1-\gamma}} \sqrt{\frac{(n+\gamma) n!}{2 \pi \Gamma(n+2 \gamma)}}\left[C_{n+1}^{\gamma-1}(x)-C_{n+1}^{\gamma-1}(-1)\right] .
$$

This formula is suitable for the case when $\gamma>\frac{1}{2}$. On the other hand, from (27) and, once again, (30) we get

$$
\begin{aligned}
& C_{1, n+1}^{\gamma}(x)=\frac{\left(h_{n}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}\right)^{-\frac{1}{2}}}{n+2 \gamma-1} \frac{2(n+2 \gamma)}{2 n+2 \gamma+1}\left[P_{n+1}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(x)-\right. \\
& \left.-P_{n+1}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(-1)-\frac{2 n+2 \gamma+1}{2(n+2 \gamma)}\left(x P_{n}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(x)+P_{n}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}(-1)\right)\right]= \\
& =\frac{2^{\gamma} \Gamma(\gamma) \sqrt{(n+\gamma) n!}}{(n+2 \gamma-1) \sqrt{2 \pi \Gamma(n+2 \gamma)}}\left[C_{n+1}^{\gamma}(x)-x C_{n}^{\gamma}(x)-C_{n+1}^{\gamma}(-1)-C_{n}^{\gamma}(-1)\right] .
\end{aligned}
$$

From these two equalities and Theorem 2, we conclude
Corollary 1. For the Sobolev-Gegenbauer polynomials $\left\{C_{r, n}^{\gamma}\right\}(r \geq 1)$, when $\gamma>-\frac{1}{2}$, the following recurrence relations hold:

$$
\begin{aligned}
& C_{r, 0}^{\gamma}(x)=1, \quad C_{r, n}^{\gamma}(x)=\frac{x+1}{n} C_{r, n-1}^{\gamma}(x), \quad 1 \leq n \leq r-1 ; \\
& C_{0,0}^{\gamma}(x)=\frac{1}{\sqrt{h_{0}^{\gamma-\frac{1}{2}, \gamma-\frac{1}{2}}}}=\sqrt{\frac{\Gamma(\gamma+1)}{\sqrt{\pi} \Gamma\left(\gamma+\frac{1}{2}\right)}}, \quad C_{r, r}^{\gamma}(x)=\frac{x+1}{r} C_{r-1, r-1}^{\gamma}(x) ; \\
& C_{1, n+1}^{\gamma}(x)=2^{\gamma-1} \Gamma(\gamma-1) \sqrt{\frac{(n+\gamma) n!}{2 \pi \Gamma(n+2 \gamma)}}\left[C_{n+1}^{\gamma-1}(x)-C_{n+1}^{\gamma-1}(-1)\right]= \\
& =\frac{2^{\gamma} \Gamma(\gamma) \sqrt{(n+\gamma) n!}}{(n+2 \gamma-1) \sqrt{2 \pi \Gamma(n+2 \gamma)}}\left[C_{n+1}^{\gamma}(x)-x C_{n}^{\gamma}(x)-\right. \\
& \left.-C_{n+1}^{\gamma}(-1)-C_{n}^{\gamma}(-1)\right], \quad n=1,2, \ldots ; \\
& r C_{r+1, r+n}^{\gamma}(x)=x C_{r, r+n-1}^{\gamma}(x)-B_{n-1}^{\gamma} C_{r, r+n-2}^{\gamma}(x)-B_{n}^{\gamma} C_{r, r+n}^{\gamma}(x), \quad n \geq 2,
\end{aligned}
$$

where

$$
B_{n}^{\gamma}=\sqrt{\frac{n(n+2 \gamma-1)}{4(n+\gamma-1)(n+\gamma)}}
$$

6. The Sobolev-Legendre polynomials. In case when parameters $\alpha=\beta=0$, the Jacobi polynomials become the well-known Legendre polynomials $P_{n}(x)$. Using the orthonormal Legendre polynomials

$$
\hat{P}_{n}(x)=p_{n}^{0,0}(x), \quad n=0,1,2, \ldots
$$

we generate the Sobolev-Legendre polynomials

$$
p_{r, n}(x)=p_{r, n}^{0,0}(x) .
$$

From (28) for $r=1$, we have

$$
p_{1, n+1}(x)=\frac{p_{n+1}^{-1,-1}(x)}{\sqrt{n(n+1)}}=\frac{\sqrt{2(2 n+1)}}{n} P_{n+1}^{-1,-1}(x), \quad n=1,2, \ldots .
$$

Using (18), we rewrite

$$
p_{1, n+1}(x)=\frac{\sqrt{2 n+1}}{2 n \sqrt{2}}\left(x^{2}-1\right) P_{n-1}^{1,1}(x), \quad n=1,2, \ldots
$$

Then, from this equality and from Theorem 2, we get
Corollary 2. For the Sobolev-Legendre polynomials $p_{r, n}(x)(r \geq 1)$, the following recurrence relations hold:

$$
\begin{gathered}
p_{r, 0}(x)=1, \quad p_{r, n}(x)=\frac{x+1}{n} p_{r, n-1}(x), \quad 1 \leq n \leq r-1 ; \\
p_{r, r}(x)=\frac{1}{\sqrt{h_{0}^{0,0}}}=\frac{1}{\sqrt{2}}, \quad p_{r, r}(x)=\frac{x+1}{r} p_{r-1, r-1}(x) ; \\
p_{1, n+1}(x)=\frac{\sqrt{2 n+1}}{2 n \sqrt{2}}\left(x^{2}-1\right) P_{n-1}^{1,1}(x), \quad n=1,2, \ldots ; \\
r p_{r+1, r+n}(x)=x p_{r, r+n-1}(x)-B_{n-1}^{\frac{1}{2}} p_{r, r+n-2}(x)-B_{n}^{\frac{1}{2}} p_{r, r+n}(x), \quad n \geq 2,
\end{gathered}
$$

where

$$
B_{n}^{\frac{1}{2}}=\frac{n}{\sqrt{4 n^{2}-1}}
$$

7. The Sobolev-Chebyshev polynomials. The next two important special cases of the Jacobi polynomials are the Chebyshev polynomials of the first and the second kind.
8. Orthonormal Chebyshev polynomials of the first kind can be written in trigonometric form as follows:

$$
\hat{T}_{0}=\frac{1}{\sqrt{\pi}}, \quad \hat{T}_{n}(x)=\sqrt{\frac{2}{\pi}} \cos n \arccos (x), \quad n=1,2, \ldots
$$

These polynomials are orthonormal on $[-1,1]$ with the weight function $\frac{1}{\sqrt{1-x^{2}}}$, so

$$
\hat{T}_{n}(x)=p_{n}^{-\frac{1}{2},-\frac{1}{2}}(x) .
$$

Then Sobolev-Chebyshev polynomials of the first kind will be

$$
\begin{gathered}
\hat{T}_{r, n}(x)=\frac{(x+1)^{n}}{n!}, \quad n=0,1, \ldots, r-1 ; \quad \hat{T}_{r, r}(x)=\frac{(x+1)^{r}}{r!\sqrt{\pi}} \\
\hat{T}_{r, r+n}(x)=\frac{1}{(r-1)!} \int_{-1}^{x}(x-t)^{r-1} \hat{T}_{n}(t) d t, \quad n=1,2, \ldots
\end{gathered}
$$

In the work [18] by Sharapudinov I. I., the asymptotic formula and some other properties of the modified Sobolev-Chebyshev polynomials of the first kind were considered (orthonormal with the weight function $\frac{2}{\pi \sqrt{1-x^{2}}}$ ).

In particular, the recurrence relations for the case $r=1$ were obtained. We will use them here, transforming for our case:

$$
\begin{aligned}
& \hat{T}_{1, n+1}(x)=\frac{\hat{T}_{n+1}(x)}{2(n+1)}-\frac{\hat{T}_{n-1}(x)}{2(n-1)}-\frac{(-1)^{n}}{n^{2}-1}, \quad n \geq 2 \\
& \hat{T}_{1,0}(x)=1, \quad \hat{T}_{1,1}(x)=\frac{x+1}{\sqrt{\pi}}, \quad \hat{T}_{1,2}(x)=\frac{x^{2}-1}{\sqrt{2 \pi}}
\end{aligned}
$$

Then, from Theorem 2 we get
Corollary 3. For the Sobolev-Chebyshev polynomials of the first kind $\hat{T}_{r, n}(x)(r \geq 1)$ the following recurrence relations hold:

$$
\begin{gathered}
\hat{T}_{r, 0}(x)=1, \quad \hat{T}_{r, n}(x)=\frac{x+1}{n} \hat{T}_{r, n-1}(x), \quad 1 \leq n \leq r-1 ; \\
\hat{T}_{0,0}(x)=\hat{T}_{0}=\frac{1}{\sqrt{\pi}}, \quad \hat{T}_{r, r}(x)=\frac{(x+1)}{r} \hat{T}_{r-1, r-1}(x) ; \\
\hat{T}_{1,0}(x)=1, \quad \hat{T}_{1,1}(x)=\frac{x+1}{\sqrt{\pi}}, \quad \hat{T}_{1,2}(x)=\frac{x^{2}-1}{\sqrt{2 \pi}},
\end{gathered}
$$

$$
\begin{gathered}
\hat{T}_{1, n+1}(x)=\frac{\hat{T}_{n+1}(x)}{2(n+1)}-\frac{\hat{T}_{n-1}(x)}{2(n-1)}-\frac{(-1)^{n}}{n^{2}-1}, \quad n \geq 2 ; \\
\hat{T}_{r+1, r+n}(x)=\frac{x}{r} \hat{T}_{r, r+n-1}(x)-\frac{1}{2 r}\left[\hat{T}_{r, r+n-2}(x)+\hat{T}_{r, r+n}(x)\right], \quad n \geq 2 .
\end{gathered}
$$

2. Classical Chebyshev polynomials of the second kind can be written in trigonometric form as follows:

$$
U_{n}(x)=\frac{\sin (n+1) \arccos x}{\sin \arccos x}, \quad n=0,1,2, \ldots
$$

It is easy to show that

$$
\int_{-1}^{1} U_{n}(x) U_{m}(x) \sqrt{1-x^{2}} d x=\frac{\pi}{2} \delta_{n m}
$$

Hence, orthonormal Chebyshev polynomials of the second kind are

$$
\widehat{U}_{n}(x)=\sqrt{\frac{2}{\pi}} U_{n}(x)=p_{n}^{\frac{1}{2}, \frac{1}{2}}(x)
$$

Sobolev - Chebyshev polynomials of the second kind are of the following form:

$$
\begin{gather*}
U_{r, n}(x)=\frac{(x+1)^{n}}{n!}, \quad n=0,1, \ldots, r-1, \\
U_{r, r+n}(x)=\frac{\sqrt{2 / \pi}}{(r-1)!} \int_{-1}^{x}(x-t)^{r-1} U_{n}(t) d t, \quad n=0,1, \ldots \tag{31}
\end{gather*}
$$

By its definition, we have $U_{1,0}(x)=1$; and from (31) we get

$$
U_{1,1}(x)=\sqrt{\frac{2}{\pi}}(x+1), \quad U_{1,2}(x)=\sqrt{\frac{2}{\pi}}\left(x^{2}-1\right)
$$

Using the following well-known properties of Chebyshev polynomials:

$$
\int U_{n}(t) d t=\frac{T_{n+1}(t)}{n+1}, \quad T_{n}(-1)=(-1)^{n}
$$

from (31) we also deduce

$$
U_{1, n}(x)=\frac{1}{n} \sqrt{\frac{2}{\pi}}\left[T_{n}(x)-(-1)^{n}\right]
$$

With the help of these equalities, we derive the next statement from Theorem 2:

Corollary 4. For the Sobolev-Chebyshev polynomials of the second kind $U_{r, n}(x)(r \geq 1)$ the following recurrence relations hold:

$$
\begin{gathered}
U_{r, 0}(x)=1, \quad U_{r, n}(x)=\frac{x+1}{n} U_{r, n-1}(x), \quad 1 \leq n \leq r-1 ; \\
U_{0,0}(x)=\hat{U}_{0}=\sqrt{\frac{2}{\pi}}, \quad U_{r, r}(x)=\frac{x+1}{r} U_{r-1, r-1}(x) ; \\
U_{1,0}(x)=1, \quad U_{1,1}(x)=\sqrt{\frac{2}{\pi}}(x+1), \quad U_{1,2}(x)=\sqrt{\frac{2}{\pi}}\left(x^{2}-1\right), \\
U_{1, n}(x)=\frac{1}{n} \sqrt{\frac{2}{\pi}}\left[T_{n}(x)-(-1)^{n}\right], \quad n \geq 3 ; \\
U_{r+1, r+n}(x)=\frac{x}{r} U_{r, r+n-1}(x)-\frac{1}{2 r}\left[U_{r, r+n}(x)+U_{r, r+n-2}(x)\right], \quad n \geq 2 .
\end{gathered}
$$

8. Some information about the Hermite polynomials. The standardized Hermite (or Chebyshev - Hermite) polynomials are determined using the following Rodrigues formula (see [23], [24]):

$$
\begin{equation*}
H_{n}(x)=(-1)^{n} e^{x^{2}} \frac{d^{n}}{d x^{n}}\left\{e^{-x^{2}}\right\}, \quad n=0,1,2, \ldots \tag{32}
\end{equation*}
$$

These polynomials are orthogonal with the even weight function $h(t)=e^{-t^{2}}$, defined on the whole real axis; namely:

$$
\int_{-\infty}^{\infty} H_{n}(t) H_{m}(t) h(t) d t=\delta_{n m} 2^{n} n!\sqrt{\pi}
$$

Therefore,

$$
\widehat{H}_{n}(t)=\frac{H_{n}(t)}{\sqrt{2^{n} n!\sqrt{\pi}}}, \quad n=0,1,2, \ldots
$$

are orthonormal Hermite polynomials.
The three-term recurrence relation for Hermite polynomials has the following form:

$$
\begin{gathered}
H_{0}(x)=1, \quad H_{1}(x)=2 x \\
H_{n}(x)=2 x H_{n-1}(x)-2(n-1) H_{n-2}(x), \quad n \geq 2
\end{gathered}
$$

Hence for orthonormal polynomials we have

$$
\begin{gather*}
\widehat{H}_{0}(x)=\pi^{-1 / 4}, \quad \widehat{H}_{1}(x)=x \sqrt{2} \pi^{-1 / 4} \\
\widehat{H}_{n}(x)=x \widehat{H}_{n-1}(x) \sqrt{\frac{2}{n}}-\widehat{H}_{n-2}(x) \sqrt{\frac{n-1}{n}}, \quad n \geq 2 . \tag{33}
\end{gather*}
$$

We will also need the following properties of the Hermite polynomials (see [23]):

$$
\begin{gather*}
H_{n}^{\prime}(x)=2 n H_{n-1}(x)  \tag{34}\\
H_{2 n}(0)=(-1)^{n} \frac{(2 n)!}{n!}, \quad H_{2 n+1}(0)=0 \tag{35}
\end{gather*}
$$

9. The Sobolev-Hermite polynomials. The following SobolevHermite polynomials were considered in the work [19]:

$$
\begin{gathered}
h_{r, n}(x)=\frac{x^{n}}{n!}, \quad n=0,1, \ldots, r-1, \\
h_{r, r+n}(x)=\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} \hat{H}_{n}(t) d t, \quad n=0,1, \ldots
\end{gathered}
$$

It has been shown, that these polynomials form the complete system in the Sobolev space $W_{L_{h}^{2}(\mathbb{R})}^{r}$ and are orthonormal with respect to the following inner product:

$$
\langle f, g\rangle=\sum_{\nu=0}^{r-1} f^{(\nu)}(0) g^{(\nu)}(0)+\int_{\mathbb{R}} f^{(r)}(t) g^{(r)}(t) h(t) d t
$$

Let us consider recurrence relations for Sobolev-Hermite polynomials.

1. Using (34), we have, for the case $r=1$ :

$$
\begin{aligned}
h_{1, n+1}(x)=\int_{0}^{x} \hat{H}_{n}(t) d t=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi}}} \int_{0}^{x} & \frac{1}{2(n+1)} H_{n+1}^{\prime}(t) d t= \\
& =\frac{H_{n+1}(x)-H_{n+1}(0)}{\sqrt{2^{n+2}(n+1)!\sqrt{\pi}(n+1)}}
\end{aligned}
$$

If $n$ is even $(n=2 m)$, this equation is simplified, with the help of (35), to

$$
h_{1,2 m+1}(x)=\frac{H_{2 m+1}(x)}{2^{m+1}(2 m+1) \sqrt{(2 m)!\sqrt{\pi}}}, \quad m=0,1, \ldots
$$

while for odd $n=2 m+1$ we get

$$
h_{1,2 m+2}(x)=\frac{H_{2 m+2}(x)+(-1)^{m} \frac{(2 m+2)!}{(m+1)!}}{2^{m+2}(m+1) \sqrt{2(2 m+1)!\sqrt{\pi}}}, \quad m=0,1, \ldots
$$

2. For the case $r \geq 2$, we use Theorem 1 and deduce:

$$
\begin{aligned}
\tilde{A}_{n} r h_{r+1, r+n}(x)= & \left(\tilde{A}_{n} x+\tilde{B}_{n}\right) h_{r, r+n-1}(x)+ \\
& +\tilde{C}_{n} h_{r, r+n-2}(x)-h_{r, r+n}(x), \quad r \geq 1, n \geq 2,
\end{aligned}
$$

where $\tilde{A}_{n}, \tilde{B}_{n}$ and $\tilde{C}_{n}$ are given by recurrence relation (33); hence

$$
\begin{aligned}
r h_{r+1, r+n}(x) & =x h_{r, r+n-1}(x)- \\
& -\sqrt{\frac{n-1}{2}} h_{r, r+n-2}(x)-\sqrt{\frac{n}{2}} h_{r, r+n}(x), \quad r \geq 1, n \geq 2 .
\end{aligned}
$$

Collecting all the formulas together, we get the following from Theorem 1:
Theorem 3. For the Sobolev-Hermite polynomials $h_{r, n}(x)(r \geq 1)$ the following recurrence relations hold:

$$
\begin{gathered}
h_{r, 0}(x)=1, \quad h_{r, n}(x)=\frac{x}{n} h_{r, n-1}(x), \quad 1 \leq n \leq r-1 ; \\
h_{0,0}(x)=\hat{H}_{0}=\pi^{-1 / 4}, \quad h_{r, r}(x)=\frac{x}{r} h_{r-1, r-1}(x) ; \\
h_{1,2 m}(x)=\frac{1}{2^{m+1} \sqrt{m(2 m)!\sqrt{\pi}}}\left[H_{2 m}(x)-(-1)^{m} \frac{(2 m)!}{m!}\right], \quad m=1,2, \ldots, \\
h_{1,2 m+1}(x)=\frac{H_{2 m+1}(x)}{2^{m+1}(2 m+1) \sqrt{(2 m)!\sqrt{\pi}}}, \quad m=1,2, \ldots ; \\
h_{r+1, r+n}(x)=\frac{x}{r} h_{r, r+n-1}(x)-\sqrt{\frac{n-1}{2 r}} h_{r, r+n-2}(x)-\sqrt{\frac{n}{2 r}} h_{r, r+n}(x), n \geq 2 .
\end{gathered}
$$

10. The Sobolev-Laguerre polynomials. The Laguerre polynomials can be defined using the Rodrigues formula (see [23], [24]):

$$
\begin{equation*}
L_{n}^{\alpha}(x)=\frac{1}{n!} x^{-\alpha} e^{x} \frac{d^{n}}{d x^{n}}\left\{x^{n+\alpha} e^{-x}\right\} \tag{36}
\end{equation*}
$$

When $\alpha>-1$, these polynomials are orthogonal with respect to the following inner product:

$$
\int_{0}^{\infty} L_{n}^{\alpha}(t) L_{m}^{\alpha}(t) t^{\alpha} e^{-t} d t=\delta_{n m}\binom{n+\alpha}{n} \Gamma(\alpha+1)
$$

We denote by $l_{n}^{\alpha}(x)$ the orthonormal version of these polynomials.
Now, we can generate (see [19]) the new system

$$
\begin{gathered}
l_{r, n}^{\alpha}(x)=\frac{x^{n}}{n!}, \quad n=0,1, \ldots, r-1 \\
l_{r, r+n}^{\alpha}(x)=\frac{1}{(r-1)!} \int_{0}^{x}(x-t)^{r-1} l_{n}^{\alpha}(t) d t, \quad n=0,1, \ldots,
\end{gathered}
$$

which is complete in the Sobolev space $W_{L_{\rho}^{2}(0, \infty)}^{r}$ and orthonormal with respect the Sobolev-type inner product

$$
\langle f, g\rangle=\sum_{\nu=0}^{r-1} f^{(\nu)}(0) g^{(\nu)}(0)+\int_{0}^{\infty} f^{(r)}(t) g^{(r)}(t) \rho(t) d t
$$

where $\rho=\rho(t)=t^{\alpha} e^{-t}$.
The following recurrence relations were established in [6]:
Theorem B For the Sobolev-Laguerre polynomials $l_{r, n}^{\alpha}(x)(r \geq 1)$, when $\alpha>-1$, the following recurrence relations hold:

$$
\begin{gather*}
l_{r, 0}^{\alpha}(x)=1, \quad l_{r, n}^{\alpha}(x)=\frac{x}{n} l_{r, n-1}^{\alpha}(x), \quad 1 \leq n \leq r-1 ; \\
l_{0,0}^{\alpha}(x)=l_{0}^{\alpha}=\frac{1}{\sqrt{\Gamma(\alpha+1)}}, \quad l_{r, r}^{\alpha}(x)=\frac{x}{r} l_{r-1, r-1}^{\alpha}(x) ; \\
l_{1, n+1}^{\alpha}(x)= \\
-\sqrt{\frac{n+\alpha+1}{n+1}} l_{n+1}^{\alpha}(x)+l_{n}^{\alpha}(x)+\sqrt{\frac{n+\alpha+1}{n+1}} l_{n+1}^{\alpha}(0)-l_{n}^{\alpha}(0), \quad n \geq 1 ;  \tag{37}\\
b_{n}^{\alpha} r l_{r+1, r+n}^{\alpha}(x)= \\
l_{r, r+n}^{\alpha}(x)+\left[b_{n}^{\alpha} x-a_{n}^{\alpha}\right] l_{r, r+n-1}^{\alpha}(x)+c_{n}^{\alpha} l_{r, r+n-2}^{\alpha}(x), \quad n \geq 2, \tag{38}
\end{gather*}
$$

where

$$
a_{n}^{\alpha}=\frac{2 n+\alpha-1}{\sqrt{n(n+\alpha)}}, \quad b_{n}^{\alpha}=\frac{1}{\sqrt{n(n+\alpha)}}, \quad c_{n}^{\alpha}=\sqrt{\frac{(n-1)(n+\alpha-1)}{n(n+\alpha)}} .
$$

Remark. Equations (37) and (38) can also be represented as follows:

$$
l_{1, n+1}^{\alpha}(x)=l_{n}^{\alpha}(x)-\sqrt{\frac{n+\alpha+1}{n+1}} l_{n+1}^{\alpha}(x)+\binom{n+\alpha}{n}\left[\left(\frac{n+\alpha+1}{n+1}\right)^{\frac{3}{2}}-1\right]
$$

for $n \geq 1$;

$$
r l_{r+1, r+n}^{\alpha}(x)=\tilde{a}_{n}^{\alpha} l_{r, r+n}^{\alpha}(x)+\left[x-\tilde{b}_{n}^{\alpha}\right] l_{r, r+n-1}^{\alpha}(x)+\tilde{a}_{n-1}^{\alpha} l_{r, r+n-2}^{\alpha}(x)
$$

for $n \geq 2$, where

$$
\tilde{a}_{n}^{\alpha}=\sqrt{n(n+\alpha)}, \quad \tilde{b}_{n}^{\alpha}=2 n+\alpha-1 .
$$
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